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ABSTRACT  
The detection of exoplanets orbiting other stars has revolutionized our view of the cosmos. First 
results suggest that it is teeming with a fascinating diversity of rocky planets, including those in 
the habitable zone. Even our closest star, Proxima Centauri, harbors a small planet in its habitable 
zone, Proxima b. With the next generation of telescopes, we will be able to peer into the 
atmospheres of rocky planets and get a glimpse into other worlds. Using our own planet and its 
wide range of biota as a Rosetta stone, we explore how we could detect habitability and signs of 
life on exoplanets over interstellar distances. Current telescopes are not yet powerful enough to 
characterize habitable exoplanets, but the next generation of telescopes that is already being built 
will have the capabilities to characterize close-by habitable worlds. The discussion on what 
makes a planet a habitat and how to detect signs of life is lively. This review will show the latest 
results, the challenges of how to identify and characterize such habitable worlds, and how near-
future telescopes will revolutionize the field. For the first time in human history, we have 
developed the technology to detect potential habitable worlds. Finding thousands of exoplanets 
has taken the field of comparative planetology beyond the Solar System.  
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1. COMPARATIVE PLANETOLOGY: LATEST RESULTS  
A little more than 20 years since the first extrasolar planets orbiting a Sun-like star were detected 
(e.g., Latham et al. 1989, Mayor & Queloz 1995, Charbonneau et al. 2000), several thousand 
exoplanets now provide a first glimpse of the diversity of other worlds (e.g., reviewed in Udry & 
Santos 2007, Winn & Fabrycky 2015). In the last decade, the field of exoplanet research has 
transitioned from the detection of exoplanets to characterization of extrasolar giant planets 
(EGPs; see, e.g., Seager & Deming 2010, Burrows 2014, Crossfield 2015) as well as the 
discovery of dozens of small exoplanets, which could potentially be habitable (see, e.g., Batalha 
2014, Kane et al. 2016). Our closest star, Proxima Centauri, a cool M5V dwarf only 1.3 pc from 
the Sun, harbors a planet in its habitable zone with a minimum mass of 1.3 Earth masses (M⊕) 
that is receiving about 65% of Earth’s solar flux (Anglada-Escude et al. 2016). The close-by 
TRAPPIST-1 planetary system of seven transiting Earth-sized planets around a coolM9Vdwarf 
star has several (three to four) Earth-size planets in its habitable zone only about 12 pc from the 
Sun (Gillon et al. 2017). These two planetary systems already show several interesting close-by 
targets for potentially habitable worlds.  

However, a planet is a very faint, small object close to a very bright and large object, its 
parent star. A comprehensive suite of tools will be needed to characterize habitable planets and 
moons as the mere detection of a rocky body in the habitable zone (HZ) does not guarantee that 
the planet is habitable. It is relatively straightforward to remotely ascertain that Earth is a 
habitable planet, replete with oceans, a greenhouse atmosphere, global geochemical cycles, and 
life—if one has data with arbitrarily high signal-to-noise ratio (SNR) and spatial and spectral 
resolution. The interpretation of observations of exoplanets with limited SNR and spectral 
resolution as well as no spatial resolution, as envisioned for the first-generation instruments, will 
be far more challenging and implies that we will need to gather information on a planet’s 
environment to understand what we will see at different wavelengths. Encoded in the planet’s 
emergent and transmission spectra is information on the chemical makeup of a planet’s 
atmosphere, and if the atmosphere is transparent, the emergent spectrum also carries some 
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information about surface properties. That makes light a crucial tool to characterize the planet. 
The presence or absence of spectral features will indicate similarities or differences between the 
atmospheres of terrestrial exoplanets and that of Earth, and their astrobiological potential.  

This review discusses how to identify a potentially habitable rocky planet, how to model and 
read a planet’s spectrum to assess its habitability, and how to search for the signatures of a 
biosphere. It explores what the best targets for the search for life are, based on our current 
knowledge and what the next exciting steps in this search are expected to be in the near future. 
This new field of exoplanet characterization and comparative planetology has shown an 
extraordinary capacity to combine research in astrophysics, chemistry, biology, and Earth and 
planetary science and geophysics in a new and exciting interdisciplinary approach to 
understanding our place in the Universe and to setting planet formation, evolution, and our planet 
into an overall context.  

 
1.1. HOW TO IDENTIFY ROCKY PLANETS: IS THERE A MASS AND RADIUS THAT DIVIDES 
THE POPULATION OF ROCKY PLANETS FROM THAT OF GAS PLANETS?  
The two most successful detection methods to date are the transit method and radial velocity 
searches. In the transit method, the planet blocks part of the starlight from our view, thus 
measuring the planet’s area. The radial velocity method measures the minimum mass of a planet 
(see, e.g., online databases like https://www.exoplanets.eu). A transiting exoplanet can be 
detected by looking for the periodic dimming of the host star’s light. The dimming of the star 
corresponds to the stellar area the planet obscures from our view, thus letting observers derive the 
radius of the planet as a fraction of the stellar radius.  

Radial velocity searches use the radial velocity shifts that a planet induces in the light of its 
host star, due to the star’s movement around the common center of mass of the system, to derive a 
planet’s mass. Without knowing the inclination angle of the planet’s orbit, the derived mass from 
the movement of its host star represents only the minimum mass of a detected planet. The derived 
mass through radial velocity of a transiting planet corresponds to its real mass because the 
inclination of its orbit is then known. Even if radial velocity measurements cannot be made, the 
mass of exoplanets in planetary systems can also be estimated through variations in transit timing, 
when the gravitational pull of one planet influences the transit period of another planet or through 
orbital stability constraints for the system (e.g., reviewed in Winn & Fabrycky 2015).  

If both mass and radius are known (Figure 1), the mean density of the planet can be used to 
derive its composition and compare it to planets in our own Solar System. However, for most of 
the thousands of detected exoplanets, we only know the mass or the radius, depending on the 
detection method. For planets detected with radial velocity, when only the minimum planetary 
mass is known, planets with minimum masses below 10 M⊕ are commonly considered rocky; 
planets with minimum masses above 10 M⊕ are considered gas planets. If only the radius is 
known, transiting planets with radii below 2 Earth radii (R⊕) are commonly considered rocky. For 
the subsample of 105 small, low-mass exoplanets, both radius and mass are known, which allows 
us to explore their composition and test these assumptions (Figure 1).  

Figure 1 shows the diversity of known exoplanets for planets below 4 R⊕ and 30 M⊕. This 
selection encompasses all exoplanet data for planets with radii below 2R⊕ and 10M⊕, including 
the error bars on the measurements. Planetary properties are derived in terms of the stellar 
properties (see, e.g., Kaltenegger & Sasselov 2011, Gaidos 2013, Dressing & Charbonneau 2015, 
Kane et al. 2016); therefore, the large error bars on the available data sets also show how 
important the characterization of the host star is for the characterization of planets. Colored lines 
in Figure 1 show exoplanetary density models for different compositions from iron (100% Fe) to 
Earth-like [MgSiO3 (rock)] to a pure (100%) H2O composition, encompassing the densest to 
lightest rocky composition for an exoplanet (following Zeng et al. 2016).  
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Figure 1 Mass-radius curves of planets with radii below 4 Earth radii and masses below 30 Earth masses. 
Planets are color-coded by the stellar flux they receive (compared with Earth). Hypothetical temperatures 
for the planets are included to add a common physical entity to the diagram and are calculated from the 
stellar flux received by the planets, assuming a bond albedo of 0, perfect heat redistribution, and no 
greenhouse effect (e.g., this is a fair estimate for Earth’s average surface temperature but not for Venus). 
Data are from http://www.exoplanet.eu (accessed February 2017) and models following Zeng et al. (2016). 
Figure courtesy of L. Zeng. 
 

Several known exoplanets with masses below 10M⊕ have radii corresponding to gas planets 
or so-called mini-Neptunes; for example, Kepler-11f has a mass between 1.1 and 5M⊕ but a 
radius of 2.6 R⊕ (Lissauer et al. 2011). Another group of exoplanets shown in Figure 1 consists 
of so-called super-Earths like Kepler-10c, a planet with approximately 18 M⊕ and 2.3 R⊕ 
(Dumusque et al. 2012), consistent with a rocky composition (see Zeng & Sasselov 2013). Gas 
planets can have masses down to 2M⊕, and planets with masses above 10M⊕ can also be rocky, 
making the mass of a planet a very weak constraint on its composition. However, so far no 
planets have been detected that are smaller than approximately 2 R⊕ and do not fit a rocky 
composition—that is, that fall in the subset of known density planets shown in Figure 1, 
assuming the nominal values. Therefore, if only one of the two parameters, radius or mass, is 
available, radius currently sets a stronger constraint on whether the planet is a rocky world or not.  

Deriving the limit-dividing rocky and gaseous planets from a subset of the currently available 
data has been attempted (e.g.,Weiss & Marcy 2014). The classic technique of fitting a power law 
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Figure 1
Mass-radius curves of planets with radii below 4 Earth radii and masses below 30 Earth masses. Planets are color-coded by the stellar
flux they receive (compared with Earth). Hypothetical temperatures for the planets are included to add a common physical entity to the
diagram and are calculated from the stellar flux received by the planets, assuming a bond albedo of 0, perfect heat redistribution, and no
greenhouse effect (e.g., this is a fair estimate for Earth’s average surface temperature but not for Venus). Data are from http://www.
exoplanet.eu (accessed February 2017) and models following Zeng et al. (2016).

There is no consistent limit in the literature for the mass or radius divide between the terms
mini-Neptune and super-Earth, which often leads to confusion, especially for planets that need
a substantial gaseous envelope to fit their radius but have masses below 10 M⊕: These planets
are often called super-Earths based only on the 10 M⊕ limit, for example, GJ1214 (e.g., Zeng &
Sasselov 2013) (Figure 1).
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to a noisy data set to derive such a limit has severe limitations in this case because it does not 
properly account for parameters like measurement uncertainty in planetary radii and mass, non-
detections, and upper limits (see Wolfgang et al. 2016). Using a subsample of 27 detected 
exoplanets and a range of interior planet models, Rogers (2015) derived a high probability of 
planets being rocky with radii below 1.53 to 1.92 R⊕, consistent with the data shown in Figure 1.  

There is no consistent limit in the literature for the mass or radius divide between the terms 
mini-Neptune and super-Earth, which often leads to confusion, especially for planets that need a 
substantial gaseous envelope to fit their radius but have masses below 10 M⊕: These planets are 
often called super-Earths based only on the 10 M⊕ limit, for example, GJ1214 (e.g., Zeng & 
Sasselov 2013) (Figure 1).  

For the purpose of this review, super-Earths are rocky planets with outgassed atmospheres 
and a mean density higher than that of water, and mini-Neptunes are planets that have a 
substantial primordial gaseous envelope and a mean density lower than that of water (a division 
that is indicated by the100% H2O line in Figure 1). Observationally, their mass and radius 
distinguish such planets. The observable spectra of mini-Neptunes with hydrogen atmospheres 
should also differ strongly from the spectra of rocky planets with outgassed atmospheres like 
Earth due to the difference of the atmospheric makeup. 
 
1.2. HOW TO USE STELLAR INCIDENT FLUX TO IDENTIFY INTERESTING EXOPLANETS  
The color-coding in Figure 1 shows the stellar flux the detected exoplanets receive, allowing us 
to compare the stellar irradiance and to trace any high irradiance and thus high temperature effect 
on the planetary population as well as identify interesting exoplanets for follow-up observations. 
Figure 1 shows extremely highly irradiated rocky planets, like Kepler-10b, that are very 
interesting planets for future observations. They are, of course, not considered as habitable 
worlds, but assuming that their surface is molten at these extremely high stellar irradiances, their 
atmospheric makeup should showcase the material composition of the planet’s crust (see, e.g., 
Schaefer & Fegley 2009, Miguel et al. 2011). Observing such highly irradiated worlds could give 
us clues to the composition and formation of rocky exoplanets (see, e.g., Williams & Cieza 2011).  

This stellar incident flux is also translated in Figure 1 into an approximate equilibrium or 
equivalent blackbody temperature, which expresses a theoretical temperature that a planet would 
be at if it were a blackbody being heated only by its parent star, assuming a planetary albedo of 
zero and no greenhouse effect. However, the equilibrium temperature of a planet gives almost no 
information about the surface temperature of a planet with a substantial atmosphere. Deriving 
surface temperatures for planets with atmospheres requires detailed measurements of their 
atmosphere’s chemical makeup, which is not yet available for rocky exoplanets, except for single 
cases of highly irradiated worlds like 55 Cancri e (Demory et al. 2016). Therefore, temperature 
values for potentially habitable rocky planets in the literature need to be evaluated critically.  

However, one can use the incident stellar flux planets receive to compare planetary 
environments: Present-day Venus, for example, receives 1.9 times the solar flux at Earth’s orbit, 
S0, and present-day Mars receives 0.4 S0. Any rocky planet that receives more flux than present-
day Venus is empirically too hot to be habitable. Note that the different assumptions on how high 
and how low the stellar irradiance is that still allows for habitability have led to a wide range of 
different values for the abundance of habitable planets in the literature, as shown in Table 1.  
 
2. WHERE TO LOOK FOR HABITABLE WORLDS  

In situ sampling for exoplanets is not possible; therefore, signatures of life need to modify the 
atmosphere or surface of a planet to be remotely observable. This limits remote detectability of 
life to planets and moons that can sustain liquid water on their surface, because it remains to be 
demonstrated whether subsurface biospheres can modify a planet’s surface or atmosphere in 
detectable ways.  
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Table 1 η⊕ values: Frequency of rocky planets within the Habitable Zone  

 
a The a and b values were derived from two different Kepler data releases: (a) q1-16 and (b) q1-17. 
Abbreviations: HZ, habitable zone; RV, recent Venus. 

 
Our search for signs of life is also based on the assumption that extraterrestrial life shares 

fundamental characteristics with life on Earth in that it requires liquid water as a solvent and has a 
carbon-based chemistry (for a wider range of possibilities, see, e.g., Bains 2004, Chyba & Hand 
2005, Baross et al. 2007, Brack et al. 2010). Life based on a different chemistry is not considered, 
because how such life could function as well as what signatures it could produce in the 
atmosphere or the surface of a planet is so far unknown. The idea of habitability and thoughts on 
what limits and facilitates it on planets and moons has been discussed in detail in several reviews 
(see, e.g., Baross et al. 2007, Southam & Westall 2007, Lineweaver & Chopra 2012, Cockell 
2016). 

Earth serves as a Rosetta stone in the search for habitats. Earth’s atmosphere has changed 
significantly through its evolution (e.g., review in Kasting & Catling 2003). Even though we 
cannot observe Earth at different geological ages, we can use rock records to constrain the 
atmospheric makeup of our planet through time (see detailed discussion below). Due to the 
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Table 1 η⊕ values: Frequency of rocky planets within the habitable zone

Value Radius (R⊕) or mass (M⊕) Reference Notes
0.01–0.03 0.8 ≤ r ≤ 2.0 Catanzarite &

Shao 2011
Host stars: F, G, K
HZ: 0.75–1.8 AU for a solar twin

0.34 ± 0.14 0.5 ≤ r ≤ 2.0 Traub 2011 Host stars: F, G, K
HZ: empirical, nominal, narrow
(Kopparapu et al. 2014)

0.41+0.54
−0.13 Mass range: 1 ≤ m∗sin(i) ≤

10 M⊕

Bonfils et al. 2013 Host stars: RV M dwarfs
HZ: Selsis et al. 2007

0.46 (95% confidence interval:
0.31–0.64)

0.8 ≤ r ≤ 2.0 Gaidos 2013 Host stars: Kepler dwarfs
HZ: Selsis et al. 2007

0.15+0.13
−0.06 0.5 ≤ r ≤ 1.4 Dressing &

Charbonneau
2013

Host stars: cool stars (T < 4,000 K)
Narrow HZ (Kasting et al. 1993)

0.48+0.12
−0.24 (conservative HZ)

0.53+0.08
−0.17 (optimistic HZ)

0.5 ≤ r ≤ 1.4 Kopparapu 2013 Host stars: M dwarfs
HZ limits (Kopparapu et al. 2013)

0.22 ± 0.08 1.0 ≤ r ≤ 2.0 Petigura et al.
2013

Host stars: solar type, HZ: 0.25–4.0
times flux on Earth (F⊕), twice as
much flux as on Venus

0.25 0 < r < 1.4 Morton & Swift
2014

Host stars: cool dwarfs (T < 4,000 K)
Construct planet radius distribution to
small radii, using M-star planets from
the Kepler data available ca. 2014

0.06+0.03
−0.01 1.0 ≤ r ≤ 2.0 Silburt et al. 2015 Host stars: solar type

HZ: 0.99–1.7 AU
0.16+0.17

−0.07 (Earth-sized)
0.12+0.10

−0.05 (super-Earth-sized)
1.0 < r < 1.5
1.5 < r < 2.0

Dressing &
Charbonneau
2015

Host stars: M dwarfs (update on their
2013)
Conservative HZ (moist greenhouse/
maximum greenhouse)

0.24+0.18
−0.08 (Earth-sized)

0.21+0.11
−0.06 (super-Earth-sized)

1.0 < r < 1.5
1.5 < r < 2.0

Dressing &
Charbonneau
2015

Host stars: M dwarfs (update on their
2013 paper)
Optimistic HZ (RV/early Mars)

0–0.3 0.5 ≤ r ≤ 2.0 Zsom 2015 HZ: range of fluxes ∼2–3 F⊕ for inner
edge, ∼10−2 F⊕ for outer edge

F: (a) 0.59 ± 0.12, (b) 0.66 ± 0.14a

G: (a) 0.97 ± 0.02, (b) 1.03 ± 0.10a

K: (a) 0.72 ± 0.02, (b) 0.75 ± 0.11a

M: (a) 0.75 ± 0.33, (b) 1.23 ± 0.18a

0.5 ≤ r ≤ 1.25 Traub 2016 Using a new method for inferring the
exoplanet population from Kepler
data, based on assuming the planet
frequency can be represented by a
smooth function of planet radius and
period

HZ: 0.8–1.8 AU for a solar twin

aThe a and b values were derived from two different Kepler data releases: (a) q1-16 and (b) q1-17.
Abbreviations: HZ, habitable zone; RV, recent Venus.

or the surface of a planet is so far unknown. The idea of habitability and thoughts on what limits
and facilitates it on planets and moons has been discussed in detail in several reviews (see, e.g.,
Baross et al. 2007, Southam & Westall 2007, Lineweaver & Chopra 2012, Cockell 2016).

Earth serves as a Rosetta stone in the search for habitats. Earth’s atmosphere has changed
significantly through its evolution (e.g., review in Kasting & Catling 2003). Even though we cannot
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known evolution of the Sun, we can also constrain the stellar irradiance on Earth as well as other 
planets in the Solar System through geological time. For Earth, the combination allows us to 
model remotely detectable spectral surface signatures, and signatures of life through geological 
time (see, e.g., Kaltenegger et al. 2007, Grenfell et al. 2010). The surface ultraviolet (UV) 
environments on our planet through geological time can also be constrained through modeling the 
UV flux that would reach the surface at different geological epochs (Segura et al. 2005, 
Rugheimer et al. 2015b, Arney et al. 2016).  

The key to identifying which exoplanets could be potential habitats and prioritizing time 
intensive observations consists of identifying important parameters that allow for life on Earth 
and using models to export those parameters to other potential habitats. Signatures of life on 
Earth are also our first insight into which signs of biospheres could be remotely detectable on 
other planets in different viewing geometries (see, e.g., Lovelock 1965, Sagan et al. 1993, Des 
Marais et al. 2002, Kaltenegger et al. 2009, Seager et al. 2016).  

 
2.1. HOW TO MODEL A HABITABLE PLANET  
A planet’s climate is mainly influenced by two factors: the stellar irradiance and the atmospheric 
composition. Here, we assume that ocean and atmospheric dynamics allow for effective heat 
distribution on the planet. If that is not the case, the dynamics of a planet’s atmosphere are also a 
crucial component of its climate and need to be addressed in three-dimensional (3D) general 
circulation models (GCMs), as discussed below. The atmospheric makeup of a planet depends on 
the sources and sinks of the gases that make up its atmosphere as well as the photochemical 
reactions in the atmosphere. The sources and sinks of different chemicals depend on the 
composition of the planet’s crust, whether it has an ocean or not, geochemical cycles, geological 
activity, and if biota exists, its biological cycles. Which geochemical cycles exist and which one 
dominates on a planet depends on the planetary environment: On Earth, the carbonate-silicate 
cycle dominates the long-term climatic stability of the planet, whereas on dry planets, for 
example, the SO2 cycle could dominate the climate, leading to a very different atmospheric 
composition for similar outgassing rates, crust material, and stellar irradiance (see, e.g., 
Kaltenegger & Sasselov 2010 for details).  

A planet is warmed by absorption of stellar radiation of visible and near-infrared (NIR) 
radiation from its host star (and potentially internal heating) and cooled by emission of thermal IR 
radiation. If the planet were a blackbody, we could easily derive its equilibrium temperature Tequ 
using the energy balance (Equation 1)  

 
δ Tequ

4 = S/4 (1-A)      (1) 
 
where δ is the Stefan-Boltzmann constant (5.67x10-8 W/m2/K4), S the stellar irradiance at the 

planet’s orbit and A the reflectivity or albedo of the planet. If we apply this equation to Earth 
(using A=0.3, S0=1370W/m2) we derive Tequ_Earth = 255K. The 33-K difference compared to 
Earth’s average surface temperature (Tsurf) of 288 K is due to Earth’s atmosphere. Earth’s IR 
emission is reabsorbed and re-emitted by IR-active gases in the atmosphere, leading to a 
greenhouse effect of planets with IR-active gases in their atmosphere. For present-day Earth, the 
two most important greenhouse gases are H2O (approximately two-thirds of the greenhouse 
effect) and CO2 (approximately one-third of the greenhouse effect), and lesser contributions are 
from methane, nitrous oxide, and ozone (CH4, N2O, O3) and various chlorofluorocarbons (CFCs) 
(reviewed in Kasting & Catling 2003).  

The three rocky planets in our Solar System with substantial atmospheres, Venus, Earth, and 
Mars, have very different atmospheric compositions: Their surface pressures are 92 bar, 1 bar, 
and 6.36 mbar, respectively. Their Bond albedos, that is, the reflectivity of a planet integrated 



 8 

over the entire wavelength range, are 0.77, 0.3, and 0.25, respectively. Their mean surface 
temperatures are approximately 460◦C, 15◦C, and −55◦C, respectively1. Taking their respective 
albedo values and comparing them to the planets’ Tsurf shows that the greenhouse effect accounts 
for 33 K of warming for Earth, 523 K for Venus, and 10 K for Mars. The denser the atmosphere, 
the worse Tequ characterizes the planet. Although Tequ is a useful quantity for blackbodies, this 
comparison of the Solar System rocky planets shows that it gives almost no information about 
any surface temperature of a planet with a substantial atmosphere. That shows that remote 
observations of the chemical makeup of an atmosphere are critical to derive surface conditions. 	

Venus, Earth, and Mars show the wide range of albedos of the rocky planets in our own Solar 
System. On Venus and Earth, most of the albedo is due to highly reflective clouds. Clouds are 
observed in Earth’s atmosphere and parameterized. For planets with conditions similar to those in 
Earth’s atmosphere, water clouds should show similar characteristics. However, for very different 
conditions, unknown cloud properties and cloud feedback responses lead to large uncertainty in 
the models. Exploring the effect of cloud parameters like particle size distribution and density on 
a planet’s climate has given us the first insights on the influence of clouds on a planet’s climate 
and albedo (see, e.g., Kitzmann 2017, Mischna et al. 2000, Zsom et al. 2012) and remotely 
detectable spectral features (see, e.g., Kaltenegger et al. 2007, Rauer et al. 2011).  

This simple comparison shows the diversity of rocky planets in our own Solar System, which 
gives us insights into their evolution. That evolution can be explained through their distance to 
the Sun and subsequent evolution (e.g., reviewed in Kasting & Catling 2003). The stellar 
irradiance is a useful characteristic of a planet’s environment because a planet’s climate is shaped 
by stellar irradiance and climate feedbacks.  

 
2.1.1. Climate feedback on Earth. First, we will look at climate feedbacks: Positive 
feedbacks further increase warming (or cooling) due to temperature increase (or decrease), 
whereas negative feedbacks decrease such warming (or cooling), stabilizing the climate system 
(see Pierrehumbert 2010).  

Water is near its condensation temperature on Earth and the water vapor feedback is nearly 
instantaneous. When the climate cools, the atmospheric water vapor decreases proportionally, 
leading to a smaller greenhouse effect due to H2O, cooling the planet further. When the climate 
warms, atmospheric water vapor increases and warms the planet further due to the greenhouse 
effect. An increase in surface temperature decreases the snow and ice cover, reducing Earth’s 
albedo, further warming the planet, whereas a decrease in surface temperature increases snow and 
ice cover, increasing the albedo and cooling the planet further in what is called the snow/ice 
albedo feedback. If Tsurf increases, the outgoing IR emission of a planet also increases, cooling the 
planet and reducing Tsurf, thereby stabilizing Earth’s climate on short timescales.  

On long timescales, the negative feedback loop that stabilizes climate is the CO2 climate 
feedback, which also allows for habitability on rocky planets over geological time. The inorganic 
part of the carbon cycle, the carbonate-silicate cycle (Figure 2), stabilizes Earth’s long-term 
climate (Walker et al. 1981). CO2 dissolves in rain water to carbonic acid that over long 
timescales dissolves silicate rocks. The products of silicate weathering are transferred to the 
oceans and used by organisms to make shells of calcium carbonate or silica. When the organisms 
die and fall to the seafloor, most of the shells dissolve, but a fraction is buried in seafloor 
sediments, reducing atmospheric CO2. Because the seafloor is created at mid-ocean ridges and 
subducted at certain plate boundaries, where the denser ocean plates subduct under the lighter 
continental plate, the sediments are transported to higher temperatures and pressures, reforming 
and in the process releasing CO2 that enters the atmosphere again through volcanism.  

                                                
1http://nssdc.gsfc.nasa.gov/planetary/planetfact.html	
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Figure 2 Estimate of Earth’s annual and global mean energy balance, and sketch of the modern carbonate-
silicate cycle. Data from Trenbeth et al. (2009) and Kasting & Catling (2003) respectively. Note that 342 
W/m2 represents the Solar Constant 1368 W/m2 divided by 4, accounting for day and night as well as 
average incident angle of solar irradiation (Trenbeth et al 2009).  
 

The timescale of this cycle is hundreds of thousands to a million years and is sensitive to Tsurf 
(see, e.g., Walker et al. 1981, Berner et al. 1983). With increasing Tsurf, both the chemical reaction 
rate and the evaporation and precipitation increase, in turn reducing atmospheric CO2 and cooling 
Tsurf. The carbon cycle on Earth also has an organic component that acts over shorter timescales 
during which plants and microbes convert CO2 and H2O into organic matter and release O2 by 
photosynthesis. Respiration and decay balance this process by generating CO2 and H2O.. 

 Because of this balance, the net release of O2 in the atmosphere is from the burial of organics 
in sediments (Figure 3). 

 
Figure 3 The 
oxygen cycle 
on Earth 
(Kaltenegger et 
al. 2009). 
Figure courtesy 
of F. Selsis. 
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Figure 2
Estimate of Earth’s annual and global mean energy balance, and sketch of the modern carbonate-silicate cycle. Data from Trenbeth
et al. (2009) and Kasting & Catling (2003).

plate boundaries, where the denser ocean plates subduct under the lighter continental plate, the
sediments are transported to higher temperatures and pressures, reforming and in the process
releasing CO2 that enters the atmosphere again through volcanism. The timescale of this cycle
is hundreds of thousands to a million years and is sensitive to Tsurf (see, e.g., Walker et al. 1981,
Berner et al. 1983). With increasing Tsurf, both the chemical reaction rate and the evaporation and
precipitation increase, in turn reducing atmospheric CO2 and cooling Tsurf. The carbon cycle on
Earth also has an organic component that acts over shorter timescales during which plants and
microbes convert CO2 and H2O into organic matter and release O2 by photosynthesis. Respiration
and decay balance this process by generating CO2 and H2O.

Because of this balance, the net release of O2 in the atmosphere is from the burial of organics in
sediments (Figure 3). Each reduced carbon buried results in a free O2 molecule in the atmosphere.
This net release rate is also balanced by weathering of fossilized carbon when exposed to the surface.
The oxidation of reduced volcanic gases such as H2 and H2S also accounts for a significant fraction
of the oxygen losses. The atmospheric oxygen is recycled through respiration and photosynthesis
in less than 10,000 years. In the case of a total extinction of Earth’s biosphere, the atmospheric
O2 would disappear in a few million years (see, e.g., Kaltenegger et al. 2009).

2.1.2. Earth’s global mean energy balance. A detailed view of Earth’s estimated annual and
global mean energy balance (in W m−2) is shown in Figure 2. The incoming solar radiation at
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Figure 3
The oxygen cycle on Earth.

the top of the atmosphere is approximately 342 W m−2, with roughly 30% reflected to space.
Seventy percent of the reflection is due mainly to clouds and aerosols, with Earth’s surface re-
sponsible for the remainder. The surface absorbs most of the remaining solar radiation; thus,
atmospheric warming occurs from below, establishing the vertical temperature profile and the
large-scale circulation of the atmosphere. The outgoing longwave radiation that balances Earth’s
energy budget is mainly emitted by the atmosphere and clouds. The large majority of surface
longwave radiation is absorbed by IR-active atmospheric greenhouse gases and re-emitted to-
ward the surface. The net mass and heat transfer from the surface to the atmosphere, one
of the main drivers of the general atmospheric circulation, is due to evaporation or sublima-
tion at the surface, cooling the surface, and the formation of clouds, where latent heat is released
in the atmosphere.

The balance of in- and outgoing fluxes guides any atmospheric model that characterizes Earth-
like planets. For extrasolar planets or moons, internal heating could also add to the warming of a
planet’s surface due to radioactive decay or tidal heating, depending on the orbital configuration of
the system (see, e.g., Barnes et al. 2009, Henning et al. 2009, Henning & Hurford 2014, Dobos &
Turner 2015). How much warming one would expect for different cases depends on the complexity
of interior models used and is still debated.

To model a wide range of rocky planets and habitable worlds, single-column models use a
plane-parallel approach that divides the atmosphere in layers (see, e.g., Kasting et al. 1993; Segura
et al. 2005; Tinetti et al. 2006; Selsis et al. 2007; Kaltenegger et al. 2009; Rauer et al. 2011; Kop-
parapu et al. 2013; Rugheimer et al. 2013; Domagal-Goldman et al. 2014; Ramirez et al. 2014a,b).
Potentially habitable exoplanets will be unresolved and therefore present a disk-integrated
spectrum. Models of disk-integrated spectra match observations obtained when using the
Earth’s average atmosphere profile (see, e.g., Woolf et al. 2002, Montañés-Rodrı́guez et al. 2006,
Turnbull et al. 2006, Kaltenegger et al. 2007, Arnold 2008, Robinson et al. 2011, Pallé et al. 2016).

2.2. Where to Find a Habitable Planet: The Habitable Zone
The HZ is used to identify potentially habitable planets and guide remote detection of life. It
is a tool that prioritizes rocky planets for follow-up observations. The HZ is the circular region
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Each reduced carbon buried results in a free O2 molecule in the atmosphere. This net release 
rate is also balanced by weathering of fossilized carbon when exposed to the surface. The 
oxidation of reduced volcanic gases such as H2 and H2S also accounts for a significant fraction of 
the oxygen losses. The atmospheric oxygen is recycled through respiration and photosynthesis in 
less than 10,000 years. In the case of a total extinction of Earth’s biosphere, the atmospheric O2 
would disappear in a few million years (see, e.g., Kaltenegger et al. 2009).  

 
2.1.2. Earth’s global mean energy balance. A detailed view of Earth’s estimated annual and 
global mean energy balance (in W m−2) is shown in Figure 2. The incoming solar radiation at 
the top of the atmosphere is approximately 342 W m−2, with roughly 30% reflected to space. 
Seventy percent of the reflection is due mainly to clouds and aerosols, with Earth’s surface 
responsible for the remainder. The surface absorbs most of the remaining solar radiation; thus, 
atmospheric warming occurs from below, establishing the vertical temperature profile and the 
large-scale circulation of the atmosphere. The outgoing longwave radiation that balances Earth’s 
energy budget is mainly emitted by the atmosphere and clouds. The large majority of surface 
longwave radiation is absorbed by IR-active atmospheric greenhouse gases and re-emitted toward 
the surface. The net mass and heat transfer from the surface to the atmosphere, one of the main 
drivers of the general atmospheric circulation, is due to evaporation or sublimation at the surface, 
cooling the surface, and the formation of clouds, where latent heat is released in the atmosphere.  

The balance of in- and outgoing fluxes guides any atmospheric model that characterizes 
Earthlike planets. For extrasolar planets or moons, internal heating could also add to the warming 
of a planet’s surface due to radioactive decay or tidal heating, depending on the orbital 
configuration of the system (see, e.g., Barnes et al. 2009, Henning et al. 2009, Henning & 
Hurford 2014, Dobos & Turner 2015). How much warming one would expect for different cases 
depends on the complexity of interior models used and is still debated.  

To model a wide range of rocky planets and habitable worlds, single-column models use a 
plane-parallel approach that divides the atmosphere in layers (see, e.g., Kasting et al. 1993, 
Segura et al. 2005, Tinetti et al. 2006, Selsis et al. 2007, Kaltenegger et al. 2009, Rauer et al. 
2011, Kopparapu et al. 2013, Rugheimer et al. 2013, Domagal-Goldman et al. 2014, Ramirez et 
al. 2014a,b). Potentially habitable exoplanets will be unresolved and therefore present a disk-
integrated spectrum. Models of disk-integrated spectra match observations obtained when using 
the Earth’s average atmosphere profile (see, e.g., Woolf et al. 2002, Montanes-Rodr´ıguez et al. 
2006, Turnbull et al. 2006, Kaltenegger et al. 2007, Arnold 2008, Robinson et al. 2011, Palle et 
al. 2016).  

 
2.2. WHERE TO FIND A HABITABLE PLANET: THE HABITABLE ZONE  
The HZ is used to identify potentially habitable planets and guide remote detection of life. It is a 
tool that prioritizes rocky planets for follow-up observations. The HZ is the circular region 
around one or multiple stars in which liquid water could be stable on a rocky planet’s surface 
(e.g., Kasting et al. 1993, Haghighipour & Kaltenegger 2013, Kaltenegger & Haghighipour 2013, 
Kane & Hinkel 2013), facilitating the detection of possible atmospheric biosignatures. The HZ 
concept was proposed for the first time by Huang (1959) and has since been calculated by several 
authors (e.g., Hart 1978, Kasting et al. 1993, Selsis et al. 2007, Abe et al. 2011, Pierrehumbert & 
Gaidos 2011, Kopparapu et al. 2013, Cullum et al. 2014, 2016, Read 2014, Ramirez & 
Kaltenegger 2014, 2017).  

It is important to note that the HZ is not the region around a star where life is possible, or 
exists, but the region around a star where liquid water is possible on the surface of a geologically 
active rocky planet. Liquid surface water is used because it remains to be demonstrated whether 
subsurface biospheres, for example, under an ice layer on a frozen planet, can modify a planet’s 
atmosphere in ways that can be detected remotely. The liquid water HZ for Earth-like planets 
(see, e.g., Kasting & Catling 2003) would be a more accurate nomenclature, but most people 
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shorten it to habitable zone. The shorter version can indeed be misleading without knowing the 
context and purpose of the HZ.  

The width and distance of a given HZ depends to a first approximation on two main 
parameters: incident stellar flux and planetary atmospheric composition. The incident stellar flux 
depends on stellar luminosity, stellar spectral energy distribution, eccentricity of the system, and 
the planet’s orbital distance. The warming due to atmospheric composition depends on the 
planet’s atmospheric makeup, energy distribution, and resulting albedo and greenhouse warming. 
In the literature, very different values of stellar irradiance are used as boundaries for the HZ 
(Table 1). We discuss the different limits and their constraints below.  

 
2.2.1. Deriving limits for the Habitable Zone. The empirical HZ is based on observations 
in our own Solar System (see Kasting et al. 1993). The inner edge of this empirical HZ, the so-
called recent Venus (RV) limit, is based on the observation that Venus may have had liquid water 
on its surface until approximately 1 Ga, consistent with atmospheric D/H ratio measurements 
suggesting a high initial water endowment (e.g., Donahue et al. 1982). At that time the Sun was 
approximately 8% less bright than today, yielding a solar flux equivalent equal to 1.76 that of 
present-day solar irradiance at Earth’s orbit (S0). The empirical outer edge for the HZ, the so-
called early Mars limit, is based on observations suggesting that Mars did not have liquid water 
on its surface at or after 3.8 Ga. At that time the solar flux was approximately 25% lower or equal 
to approximately 0.32 S0. The corresponding orbital distances in our Solar System are 0.75 AU 
(RV limit) and 1.77 AU (early Mars limit), respectively, for present solar luminosity, excluding 
present-day Venus and including present-day Mars.  

The stellar energy distribution (SED) changes for stars of different spectral types and ages. A 
star’s radiation shifts to longer wavelengths with cooler surface temperatures, which makes the 
light of a cooler star more efficient in heating an Earth-like planet with a mostly N2- H2O -CO2 
atmosphere. This is partly due to the effectiveness of Rayleigh scattering, which decreases at 
longer wavelengths. A second effect is the increase in NIR absorption by H2O and CO2 as the 
star’s spectral peak shifts to these wavelengths, meaning that the same integrated stellar flux that 
hits the top of a planet’s atmosphere from a cool red star warms a planet more efficiently than the 
same integrated flux from a hot blue star. Stellar luminosity as well as SED changes with spectral 
type and stellar age, which influences the orbital distance at which a planet can maintain Earth-
like climate conditions or, more generally, liquid water on its surface.  

 
2.2.2. The Classical Habitable Zone. In contrast to the observation-based empirical HZ, a 
narrower classical HZ can be derived using 1D atmospheric models (Kasting et al. 1993) for main 
sequence (MS) stars with effective temperatures (Teff) between 2,600 K and 7,200 K (Kopparapu 
et al. 2013, 2014, Ramirez et al. 2014a,b) and up to 10,000 K (Ramirez & Kaltenegger 2016) 
(Table 2). 
 
Table 2 Constants to compute the empirical main sequence (MS) and post-MS Habitable 
Zone boundaries using Equation 1a  

 
aData taken from Kopparapu et al. (2014) and Ramirez & Kaltenegger (2014).  
 

AA55CH11-Kaltenegger ARI 3 August 2017 10:25

Table 2 Constants to compute the empirical main sequence (MS) and post-MS habitable zone
boundaries using Equation 1a

Constant
Recent Venus limit:

inner edge
Three-dimensional

model limit: inner edge
Early Mars limit:

outer edge
S⊙ 1.7665 1.1066 0.324
A 1.3351 × 10−4 1.2181 × 10−4 5.3221 × 10−5

B 3.1515 × 10−9 1.534 × 10−8 1.4288 × 10−9

C −3.3488 × 10−12 −1.5018 × 10−12 −1.1049 × 10−12

aData taken from Kopparapu et al. (2014) and Ramirez & Kaltenegger (2014).

sequence (MS) stars with effective temperatures (Teff) between 2,600 K and 7,200 K (Kopparapu
et al. 2013, 2014; Ramirez et al. 2014a,b) and up to 10,000 K (Ramirez & Kaltenegger 2016)
(Table 2).

The classical HZ is based on specific assumptions: We assume other rocky planets are geologi-
cally active and regulate the CO2 in their N2-CO2-H2O atmospheres via geochemical cycles. The
classical HZ is defined by the greenhouse effect of two gases: CO2 and H2O vapor. The outer edge
of the HZ is defined as the distance beyond which condensation and scattering by CO2 outstrip
its greenhouse capacity, the so-called maximum greenhouse limit of CO2. The inner edge occurs
when mean surface temperatures exceed the critical point of water, triggering a runaway green-
house state that leads to rapid water loss to space on very short timescales. The entire surface water
reservoir can be vaporized by runaway greenhouse conditions, followed by the photodissociation
of water vapor and subsequent escape of free hydrogen into space. For Earth-like planets, the
runaway greenhouse state (i.e., complete ocean evaporation) would be triggered either when the
planet’s surface temperature reached the critical temperature for water (647 K) (see Kasting 1988
for details) or in an atmosphere in which the absorbed solar flux exceeded the outgoing thermal-IR
flux (Goldblatt & Watson 2012).

As discussed above, on a geologically active planet like Earth, the geochemical carbonate-
silicate cycle stabilizes the long-term climate and atmospheric CO2 content, depending on the
surface temperature: CO2 is continuously outgassed and in the presence of surface water forms
carbonates, which then get subducted and CO2 is again outgassed. Farther from the star, the lower
stellar irradiance would create a cooler surface temperature on a planet, thus linking the orbital
distance to atmospheric CO2 concentration levels: CO2 should be a trace gas close to the inner
edge of the HZ but a major compound in the outer part of the HZ with several bar of CO2 (e.g.,
Walker et al. 1981). Because the outer limit of the HZ is based on the assumption that atmospheric
CO2 will build up and warm the planet, adequate CO2 outgassing rates are needed. For low CO2

outgassing rates, the climate of a planet could repeatedly cycle between unstable glaciated and
deglaciated climatic states at the outer edge of the classical HZ (see, e.g., Kadoya & Tajika 2014,
Menou 2015, Haqq-Misra et al. 2016).

Close to the inner edge of the HZ for increasing stellar irradiation, the models show that a
very dense, water-rich atmosphere would develop because more and more of Earth’s oceans would
evaporate, creating a steam atmosphere with several hundred bar of pressure. Such changes in the
atmospheric makeup of exoplanets linked to their position in the HZ should be detectable with
upcoming telescopes.

The 1D limits derived for the classical HZ are based on atmospheric Earth models that do
not take cloud feedback response into account, that is, how clouds vary for different atmospheric
conditions. Clouds are responsible for most of the planetary albedo on present-day Earth (see, e.g.,
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The classical HZ is based on specific assumptions: We assume other rocky planets are 
geologically active and regulate the CO2 in their N2- CO2- H2O atmospheres via geochemical 
cycles. The classical HZ is defined by the greenhouse effect of two gases: CO2 and H2O vapor. 
The outer edge of the HZ is defined as the distance beyond which condensation and scattering by 
CO2 outstrip its greenhouse capacity, the so-called maximum greenhouse limit of CO2. The inner 
edge occurs when mean surface temperatures exceed the critical point of water, triggering a 
runaway greenhouse state that leads to rapid water loss to space on very short timescales. The 
entire surface water reservoir can be vaporized by runaway greenhouse conditions, followed by 
the photo-dissociation of water vapor and subsequent escape of free hydrogen into space. For 
Earth-like planets, the runaway greenhouse state (i.e., complete ocean evaporation) would be 
triggered either when the planet’s surface temperature reached the critical temperature for water 
(647 K) (see Kasting 1988 for details) or in an atmosphere in which the absorbed solar flux 
exceeded the outgoing thermal-IR flux (Goldblatt &Watson 2012). 

As discussed above, on a geologically active planet like Earth, the geochemical carbonate 
silicate cycle stabilizes the long-term climate and atmospheric CO2 content, depending on the 
surface temperature: CO2 is continuously outgassed and in the presence of surface water forms 
carbonates, which then get subducted and CO2 is again outgassed. Farther from the star, the lower 
stellar irradiance would create a cooler surface temperature on a planet, thus linking the orbital 
distance to atmospheric CO2 concentration levels: CO2 should be a trace gas close to the inner 
edge of the HZ but a major compound in the outer part of the HZ with several bar of CO2 (e.g., 
Walker et al. 1981). Because the outer limit of the HZ is based on the assumption that 
atmospheric CO2 will build up and warm the planet, adequate CO2 outgassing rates are needed. 
For low CO2 outgassing rates, the climate of a planet could repeatedly cycle between unstable 
glaciated and deglaciated climatic states at the outer edge of the classical HZ (see, e.g., Kadoya & 
Tajika 2014, Menou 2015, Haqq-Misra et al. 2016).  

Close to the inner edge of the HZ for increasing stellar irradiation, the models show that a 
very dense, water-rich atmosphere would develop because more and more of Earth’s oceans 
would evaporate, creating a steam atmosphere with several hundred bar of pressure. Such 
changes in the atmospheric makeup of exoplanets linked to their position in the HZ should be 
detectable with upcoming telescopes.  

The 1D limits derived for the classical HZ are based on atmospheric Earth models that do not 
take cloud feedback response into account, that is, how clouds vary for different atmospheric 
conditions. Clouds are responsible for most of the planetary albedo on present-day Earth (see, 
e.g., Kasting & Catling 2003). They reflect incident solar radiation and also absorb surface IR 
emission. Therefore, clouds are an important input to exoplanet climate models for various 
conditions like the limits of the HZ. Cloud characteristics as well as coverage are linked to large-
scale atmospheric circulation of the atmosphere, which is influenced by several factors, such as 
rotation rate and incident stellar flux. Three-dimensional models are needed to assess how high 
clouds and cloud coverage in general would change for very different planetary environments. 
However, modeling clouds is very complex and no data exist that can provide comparison data 
sets for, for example, fast-rotating or slow-rotating, very hot or very cold Earth-like planets.  

A lively discussion exists in the literature, based on extrapolation of 3D models to different 
environments, on how water and CO2 clouds as well as rotation rate would change the climate 
and the limits of the HZ (see, e.g., Forget & Pierrehumbert 1997, Lorenz et al. 1997, Joshi 2003, 
Williams & Pollard 2002, Lopez et al. 2005, Selsis et al. 2007, Edson et al. 2011, Zsom et al. 
2012, Goldblatt et al. 2013, Leconte et al. 2013a,b, 2015, Vladilo et al. 2013, Wordsworth & 
Pierrehumbert 2014, Yang et al. 2013, 2014, Fereira et al. 2014, Wolf & Toon 2015, Linsenmeier 
et al. 2015, Kopparapu et al. 2016, Kitzmann 2017, Ramirez & Kaltenegger 2017). Both 1D and 
3D models generally indicate wider boundaries when considering cloud feedback than the 
classical HZ, but model results differ in their specifics. Therefore, in this review, we show the 1D 
empirical HZ limits and, for comparison, a 3D model limit (based on Leconte et al. 2013a). The 
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outer HZ limits agree in the 3D and 1D models. Surface pressure and gravity between 0.5 and 5 
M⊕ only change the MS HZ limits a few percent (Kopparapu et al. 2014).  

Some models suggest that planets with high obliquities may remain habitable farther from 
their host stars, because the poles would receive large energy fluxes, suppressing the runaway 
glaciation at the outer edge of the HZ (e.g., William & Kasting 1997, Spiegel et al. 2009). Slow-
rotating planets could maintain habitability for higher incident fluxes than fast-rotating planets 
due to increased cloud coverage on the dayside of the planet, making synchronously locked 
planets at the inner edge of the HZ interesting test cases for this hypothesis (see, e.g., Wolf & 
Toon 2014, Yang et al. 2014, Kopparapu et al. 2016).  

 
2.2.3. New Habitable Zone concepts. Adding additional greenhouse gases to a N2- CO2- H2O 
atmosphere can extend the HZ outward or move it, depending on whether the gas condenses in 
the atmosphere. Adding, for example, hydrogen to the atmosphere shifts the surface liquid water 
zone around a star outward; therefore, the exact limits of the HZ depend on the atmospheric 
makeup of a planet.  

Young planets can accrete many bar of primordial hydrogen, which is a potent greenhouse 
gas that can extend the HZ temporarily outward by several AU: A 40-bar hydrogen atmosphere 
would extend the liquid water surface temperatures out to 10 AU in our Solar System 
(Pierrehumbert & Gaidos 2011). For comparison, the greenhouse effect of CO2 is outstripped by 
the effects of condensation and scattering at high CO2 partial pressures, which limits the outer 
edge of the HZ to approximately 1.7 AU in our own Solar System (e.g., Kasting et al. 1993).  

The high greenhouse efficiency of H2 arises from collision-induced absorption caused by 
self-broadening from H2- H2 collisions, allowing H2 to function without condensing out to great 
distances (Pierrehumbert & Gaidos 2011). For planetary atmospheres that are not hydrogen 
dominated, foreign-broadening of hydrogen by the background atmosphere excites roto-
translational bands within the hydrogen that promote significant absorption in spectral regions 
where CO2 and H2O absorb poorly, enhancing warming (Ramirez et al. 2014a,b, Wordsworth et 
al. 2017). However, hydrogen quickly escapes to space. Without a continuous source, 
hydrodynamic escape would strip a super-Earth HZ planet with 50 bar of primordial atmospheric 
H2 in a few million years (Wordsworth 2012).  

Smaller amounts of hydrogen on terrestrial planets could be continuously supplied through 
volcanic outgassing. The input of hydrogen from volcanic sources is balanced by its escape to 
space. Actual hydrogen escape rates will be planet specific, with characteristics such as 
increasing stellar irradiance increasing and planetary mass decreasing escape rates. Adding 
approximately 30% of the dry atmosphere of an Earth-mass planet in H2 to a N2- CO2- H2O 
atmosphere could be sustained through volcanism and would extend the HZ outward by 
approximately 30–35% for A to M host stars (Ramirez & Kaltenegger 2017). This volcanic 
hydrogen HZ (N2- CO2- H2O - H2) would extend out to 2.4 AU in our Solar System, whereas the 
inner edge is only moved by 1–6% due to the large amount of water vapor dominating the climate 
on the inner edge of the HZ.  

Adding hydrogen to a planet’s atmosphere also decreases the mean molecular weight of the 
atmosphere, which increases its atmospheric scale height and thereby promotes detectability of 
atmospheric features for future telescopes. Whether one could identify and detect biosignatures 
on a planet with a hydrogen atmosphere is an interesting open question (see, e.g., Hu et al. 2012, 
Kasting et al. 2014, Seager et al. 2013).  

Removing a greenhouse gas from a N2- CO2- H2O atmosphere will also shift the limits of the 
HZ. Using a 3D model, Abe et al. (2011) showed that the inner limit of the HZ for dry planets 
moves inward by approximately 10%, depending on how much water is still in the atmosphere. A 
3D model calculates the relative humidity of a planet with liquid water on its surface self 
consistently. Without calculating the relative humidity self-consistently, 1D models have to set 
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this value, normally derived from observations or 3D models. Using a very low relative humidity 
in a 1D model, Zsom et al. (2014) found that the inner HZ in our Solar System could move much 
closer to the Sun, to 0.38 AU. However, Kasting et al. (2014) subsequently argued that setting 
such low relative humidity levels while still assuming liquid water on the planet’s surface violates 
surface energy balance. This case shows how the combination of 1D models that explore the 
parameter space and 3D models that validate specific assumptions made for non-present-day 
Earth-like conditions are an important combination to explore the parameter space of extrasolar 
planets.  

 
2.2.4. The Binary Habitable Zone. Exoplanets have also been found orbiting binaries and 
higher order systems (e.g., reviewed in Winn & Fabrycky 2015). The binary HZ (O’Malley-
James et al. 2012, Haghighipour & Kaltenegger 2013, Kaltenegger & Haghighipour 2013, Kane 
& Hinkel 2013, Cuntz 2014, Forgan 2014) is based on the radiation the planet receives from both 
stars. In lieu of modeling the heating due to irradiation from two stars on a binary planet, one can 
calculate where the binary HZ is by comparing the sum of the weighted flux of both stars to the 
stellar irradiance limits of the HZ for our Sun. As discussed above, stars with cooler surface 
temperatures warm a planet’s surface more efficiently; thus, one cannot just add up the flux from 
two different star types and compare them to the HZ flux limits in the Solar System. The easiest 
way to find the orbital distance of the binary HZ is to first compare the efficiency of heating of 
each binary star to that of our Sun, given by the stellar flux weighting factor for each star type in 
Kaltenegger & Haghighipour (2013), sum up the weighted stellar flux, and then compare at what 
orbital distance in the exoplanetary system our Sun’s incident stellar flux limits of the HZ are 
reached. This approach can be used for planets in multiple star systems as well, not only binaries.  

If a planet in a binary system orbits both stars, a so-called P-type binary planet, it will always 
receive flux from both stars, except if they temporarily eclipse each other. Thus, to first order, the 
binary HZ corresponds to a specific orbital distance as if the planet were only orbiting a single 
star. However, if the planet only orbits one of the two stars, a so-called S-type binary planet, the 
orbital distance of the HZ from the host star changes depending on the varying distance of the 
second star from the planet. In extreme cases, the stellar irradiation from the second binary star 
could move a planet temporarily out of the binary HZ, making such planets very interesting cases 
to study how well a planet’s atmosphere can buffer temporary changes in overall stellar 
irradiation.  

 
2.3. THE HABITABLE ZONE: A SNAPSHOT IN TIME  
Stars brighten throughout their evolution (see, e.g., Hoyle 1958), with large luminosity changes 
outside of the MS phase. Therefore, the orbital distance that corresponds to the HZ, which is 
based on stellar irradiance and the host star’s SED, moves outward with increasing stellar 
luminosity during a star’s evolution (see, e.g., Villaver & Livio 2007, Danchi & Lopez 2013, 
Rushby et al. 2013, Luger & Barnes 2015, Ramirez & Kaltenegger 2014, 2016).  

The observation-based empirical HZ is a very useful limit for preliminary identification of 
habitable exoplanets (discussed above). During the MS phase of the Sun, the orbital distance of 
the empirical HZ moves outward only by approximately 30%. Both Venus and Earth were in the 
HZ when the Sun started its MS phase. Venus is no longer in the HZ. The luminosity changes and 
corresponding HZ orbital changes can be much larger during the pre- and post-MS phases. 
Figure 4 shows the changes in orbital distance of the empirical HZ for the pre-MS, MS, and post- 
MS HZ as well as one 3D model limit as dashed lines (Leconte et al. 2013a) for comparison. The 
stellar irradiance values of the 3D model HZ limits were used to derive those limits for the pre 
and post-MS. The times given in this section assume solar metallicity of the host stars. Stars with 
higher metallicity evolve more slowly, and therefore the time that a planet at a certain distance 
remains in the HZ is longer than for a star of lower metallicity (e.g., Danchi & Lopez 2013).  
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Figure 4 Boundaries of 
the HZ for our Sun 
throughout its 
evolution: (a) post- MS, 
(b) MS, and (c) pre-
MS. The orbital 
distances corresponding 
to the boundaries of the 
HZ evolve due to the 
star’s changing 
luminosity and stellar 
energy distribution with 
age. Abbreviations: HZ, 
habitable zone; MS, 
main sequence. Figure 
courtesy of R. Ramirez. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

Before a star arrives at the MS, its initial luminosity is higher, and thus its pre-MS HZ orbital 
distances are initially larger. Young exoplanets in the pre-MS HZ around cool stars would be 
easier to resolve with next-generation telescopes than planets in the MS of the same star type and 
could provide interesting insight into the planetary environment at very young ages. For example, 
the pre-MS HZ angular resolution for the about 40-Myr-old AP Col (M4.5, 8.4 pc away; Riedel et 
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al. 2011) is approximately 8–24 milli-arcseconds (mAs) (i.e., Giant Magellan Telescope: 10 mAs, 
1 µm; Thirty Meter Telescope and European-Extremely Large Telescope (E-ELT): <10 mAs, 1.3 
µm; e.g., Lloyd-Hart et al. 2006, Kasper et al. 2008, Wright et al. 2010). The pre-MS orbital 
distance limits evolve due to the star’s changing luminosity and SED: For the Sun, the inner edge 
of the HZ changes from 1 AU at the beginning to 0.6 AU. The outer edge correspondingly moves 
from 2.6 to 1.5 AU. The Sun’s pre-MS stage lasted approximately 50 Myr. However, the pre-MS 
period of stellar evolution can last up to 2.5 Gyr for cool M stars, whereas accretion of planets in 
the HZ could only last several million years. This could potentially provide habitable conditions 
for up to 2 Gyr for cool M stars during the pre-MS phase (Ramirez & Kaltenegger 2014) before 
the star enters its MS phase.  

For a host star of stellar type K5 and cooler, planets that are later located in the MS HZ 
receive stellar incident fluxes during the star’s initial pre-MS phase that exceed the runaway 
greenhouse threshold, and thus may lose a substantial part of the water initially delivered to them 
(Ramirez & Kaltenegger 2014, Luger & Barnes 2015, Tian & Ida 2015). The incident stellar 
fluxes during the pre-MS phase of M stars are high enough to trigger runaway greenhouse 
conditions beyond the orbital distances of the MS HZ outer edge, which indicates that M-star 
planets in the MS HZ need to initially accrete more water than Earth did or, alternatively, have 
additional water delivered later to remain habitable. Triggering a runaway greenhouse effect does 
not necessarily mean that a planet has become uninhabitable, because water vapor could 
recondense when the stellar luminosity decreases. Whether water is permanently lost depends on 
how much hydrogen escapes from the top of the atmosphere, the basis of another lively debate in 
the literature (e.g., reviewed in Tian 2015). 

The discovery of sub-Earth-sized planets around an 11-Gyr-old K-type MS star (Campante et 
al. 2015) illustrates that planets have formed early in the history of the Universe. Hotter star 
types, like the Sun, would already have moved onto the giant star branch of the post-MS at that 
age. Although none of the five planets found orbiting Kepler-444 are located in the HZ, this 
discovery raised the interesting question of where the HZ is located during the later stages of a 
star’s evolution and whether these planets are detectable. Once a star leaves the MS and becomes 
a red giant, therefore, its luminosity increases and its HZ moves outward (Figure 4). Our Sun’s 
post-MS HZ moves outward beyond the Kuiper belt (see also Lorenz et al. 1997, Stern 2003) to 
the outer regions of the Solar System. The post-MS HZ orbital distances are within the detection 
capabilities of direct imaging techniques, but the increased contrast ratio makes these planets 
challenging to detect (Ramirez & Kaltenegger 2016).  

Assuming solar metallicity, a planet orbiting a post-MS solar analog can reside in the post-
MS HZ for approximately 700 Myr, which is comparable to the amount of time for life to evolve 
on Earth (e.g., Mojzsis et al. 1996). For an M1 star, a planet could reside in the post-MS HZ for 
up to 9 Gyr, making planets outside the MS HZ of cool M stars interesting candidates for 
habitable conditions in the far future of the Universe.  

As discussed above, the HZ is not the orbital distance at which life can evolve but at which 
life can be detected remotely if it exhibits surface or atmospheric signatures. Life might initially 
evolve in the subsurface on planets outside the MS HZ and be warmed during the post-MS phase, 
potentially uncovering hidden ecosystems, which could result in atmospheric biosignatures that 
can be detected remotely.  

 
2.4. DETECTED EXOPLANETS IN THE HABITABLE ZONE  
When an exoplanet is detected, the stellar irradiance at its orbit can be calculated and compared to 
the incident stellar flux Seff that corresponds to the pre-MS, MS, and post-MS HZ limits. Equation 
2 gives a third-order polynomial curve fit of the modeling results for A- to M-type host stars 
(Kopparapu et al. 2014, Ramirez & Kaltenegger 2014):  
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      (2) 

 
where T* = (Teff – 5780) and Ssun is the stellar incident values at the HZ boundaries in our Solar 
System. Table 2 shows the constants to derive the stellar flux at the HZ limits valid for Teff 
between 2,600 and 10,000 K: The inner boundaries of the empirical HZ (recent Venus, or RV) as 
well as an alternative inner edge limit for 3D GCMs (Leconte et al. 2013a) and the outer limits 
(early Mars). The outer HZ limit agrees in the 3D and 1D models and these entries are therefore 
not given in separate columns in Table 2.  
 

Figure 5 Detected 
exoplanets orbiting in the 
empirical habitable zone of 
their host stars (solid red 
and blue lines), as well as a 
three-dimensional model 
inner habitable zone limit 
(dashed line). (a) Transiting 
exoplanets with radii of 0–1, 
1–1.5, and 1.5–2 R⊕ and (b) 
radial velocity exoplanets 
with minimum masses of 0–
5 and 5–10 M⊕ (shown with 
differently sized dots for 
different mass and radius 
ranges). Data are from 

https://www.exoplanets.eu 
(accessed February 2017). 
Figure courtesy of R. 
Ramirez. 
 
 
 
 
 
 
 
 
 
 
 

 
The orbital distance of the HZ boundaries can be calculated from Seff using Equation 3: 

      (3) 

where L/Lsun is the stellar luminosity in solar units and d is the orbital distance in astronomical 
units (AU).  

Figure 5 shows all detected planets in the HZ as a function of the Teff of their host star and 
the incident stellar irradiation Seff; other recent lists of detected exoplanets can be found in the 
literature (e.g., Rowe et al. 2014, Kane et al. 2016). The error bars in Figure 5 are derived from 

Seff = Ssun + a ⋅T
* +b ⋅T *2 + c ⋅T *3

d =
L
Lsun
Seff
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Figure 5
Detected exoplanets orbiting in the empirical habitable zone of their host stars (solid red and blue lines), as well as a three-dimensional
model inner habitable zone limit (dashed line). (a) Transiting exoplanets with radii of 0–1, 1–1.5, and 1.5–2 R⊕ and (b) radial velocity
exoplanets with minimum masses of 0–5 and 5–10 M⊕ (shown with differently sized dots for different mass and radius ranges). Data are
from http://www.exoplanets.eu (accessed February 2017).
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the uncertainties in stellar and orbital parameters given in the database and show the change in 
incident stellar flux estimates on the planet, depending on these uncertainties. Such measurement 
uncertainties influence the calculated incident stellar irradiance of exoplanets and whether a 
certain planet is considered to orbit within the star’s HZ (see, e.g., Kaltenegger & Sasselov 2011, 
Von Braun et al. 2011, Boyajian et al. 2012, Dressing & Charbonneau 2013, Gaidos 2013). 

The transiting HZ planet distribution (Figure 5a) shows a very interesting diversity in both 
size and orbital parameters for exoplanets with radii below 2 R⊕. The three dot sizes shown in the 
figure correspond to 0–1, 1–1.5, and 1.5–2 R⊕. The RV HZ planet plot (Figure 5b) is still 
sparsely populated, reflecting the difficulty of finding such light planets from the ground. Planets 
with minimum masses of 0–5 and 5–10 M⊕, respectively, are shown with differently sized dots.  

An exciting aspect of the discoveries depicted in Figure 5 is that they already show a 
fascinating, diverse set of planets in terms of mass, size, and orbital parameters, which indicates a 
wide variety of potentially habitable planetary environments.  

 
2.5. HOW MANY POTENTIALLY HABITABLE PLANETS CAN WE EXPECT?  
One of the aims of exoplanet searches is to determine the frequency of rocky planets within the 
HZ, so-called η⊕. Several teams have published values for the frequency of planets in the HZ, 
with quite different results, as summarized in Table 1. Even though these teams used different 
data sets (because either some estimates were made with earlier data sets or some only used a 
subset of available data), the biggest difference in the numbers comes from the underlying 
assumptions made by different teams as to the stellar irradiance HZ limits and the values used to 
assert that a planet is rocky. All estimates indicate a large number of rocky exoplanets in the HZ, 
providing a large, diverse set of targets for characterization with next-generation telescopes (for 
details see Table 1).  
 
3. OTHER WORLDS: CHANGES FROM THE INSIDE  
Rocky exoplanets can be very different from Earth, for example, ocean-covered or desert worlds 
and planets with hydrogen-rich atmospheres, different geochemical cycles, increased volcanism, 
or a lack of plate tectonics. Some of these characteristics can strongly influence the chemical 
makeup of an atmosphere (e.g., high volcanism versus no volcanism) through different sources 
and sinks for atmospheric gases. Some of these ideas have been explored in the literature (see 
details below). A key to identifying and exploring such different rocky worlds is to assess how 
their observable spectra differ. Any biosignature must be analyzed critically for potential 
geological sources under conditions different from those on Earth (see, e.g., Kasting et al. 2014).  
 
3.1. DETECTING GEOLOGICAL ACTIVITY ON EXOPLANETS  
Geologic activity is crucial for a planet’s maintained surface habitability because such habitability 
depends on the recycling of atmospheric gases like CO2 (see details in Section 2.1.1). Earth-mass 
and even more massive planets should have sufficient radiogenic heating to maintain plate 
tectonics over long time periods (see, e.g., review by Korenaga 2013). There is a heated debate in 
the literature as to whether or not rocky planets more massive than Earth, super-Earths, could 
support plate tectonics. The mass of a planet influences its capability for tectonics in different 
ways in different models, making plate tectonics more likely due to increased plate velocities 
(Valencia et al. 2007, Valencia & O’Connell 2009, Van Heck & Tackley 2011) or less likely due 
to increased fault strength under high gravity (O’Neill et al. 2007, Noack & Breuer 2014) for 
more massive planets. Published works on both sides of the argument demonstrate the difficulty 
that arises from extrapolating from Earth’s interior models. Whether or not tectonics alone could 
maintain a CO2 cycle similar to that on Earth is unclear.  
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Although volcanism is not a biosignature (e.g., Jupiter’s moon Io is very volcanically active, 
but there is no evidence that life exists there), it is a potential way to assess the geological activity 
of a rocky planet within the HZ. To trace geological activity on exoplanets, one could look for 
short-lived stratospheric gases erupted from highly active explosive volcanoes (Kite et al. 2008, 
Kaltenegger et al. 2010). Volcanic gases like SO2 that can last for at least 100 days in the 
stratosphere of an Earth-like planet located in the HZ could generate temporary SO2 absorption 
features that are observable in transmission and emergent flux spectra for planets orbiting close 
by stars. Whether such stratospheric SO2 features could be detected also depends on whether or 
not atmospheric hazes evolved (Hu et al. 2013). Another approach proposed to detect volcanism 
in planetary atmospheres is to look for transient hazes generated by volcanism (Misra et al. 2015). 
However, hazes are not unique to volcanism and one would need to assess all false positives to 
determine whether such hazes had a volcanic cause.  

Another open question is whether a planet can maintain a magnetic field that shields its 
atmosphere from erosion. How strong a planetary magnetic field needs to be to initially protect a 
planet’s atmosphere from early stellar winds is another interesting unknown (see, e.g., Grießmeier 
et al. 2009, Lammer et al. 2011, reviewed in Tian et al. 2014). To generate a magnetic field using 
the iron core of a terrestrial planet, a minimum rotation speed and high heat flux at the core-
mantle boundary are necessary (e.g., Stevenson 2003). For rocky planets more massive than 
Earth, a process like plate tectonics might be needed to cool a planet’s surface sufficiently to 
maintain such high heat flux with high interior pressures limiting the development of a magnetic 
field (Elkins-Tanton & Seager 2008, Barnes et al. 2009, Stamenkovic et al. 2012). Observations 
of highly irradiated exoplanet atmospheres will be needed to constrain such model parameters, 
with initial concentrations and atmospheric loss rate due to stellar winds with and without 
magnetic fields being highly degenerate, except for extreme cases.  

 
3.2. WATERWORLDS  
Waterworlds in the HZ are completely novel objects that do not have a clear analog in our own 
Solar System. Nevertheless, the possible existence of Earth- and super-Earth-sized planets 
completely engulfed by a water envelope has long fascinated scientists and the general public 
alike (see, e.g., Kuchner 2003, Leger et al. 2004, Selsis et al. 2007, Zeng & Sasselov 2013) and 
exoplanet discoveries show densities suggesting a potentially large water inventory (see, e.g., 
Borucki et al. 2013, Kaltenegger et al. 2013). Although small Solar System bodies like Europa 
and Enceladus are composed of substantial quantities of water, none of them are in the HZ.  

Water planets of Earth to super-Earth sizes in the HZ fall into at least two types of interior 
geophysical properties. In Type 1, the core–mantle boundary connects silicates with high-
pressure phases of water (e.g., Ice VI, VII); that is, the liquid ocean has a high-pressure ice 
bottom. In contrast, in Type 2, the liquid ocean has a rocky bottom, though no silicates emerge 
above the ocean at any time, which is essentially a rocky planet in terms of bulk composition. 
Both subtypes could possess a liquid ocean outer surface, a steam atmosphere, or a full cover of 
surface Ice I, depending on their surface temperature.  

Abbot et al. (2012) discussed how a carbonate-silicate cycle could be maintained with up to 
95% of a planet’s surface covered by water, suggesting by extrapolation a possible CO2 cycling 
for Type 2 waterworlds via the rocky ocean floor. Such planet models show a varying timescale 
for a carbon cycle, depending on their initial carbon inventory and temperature (Foley 2015). 
However, for Type 1 waterworlds, that is, super-Earths with water mass fractions like those of 
Earth or higher, the deep oceans are separated from the rocky interior via a layer of high-pressure 
ices. Therefore, an alternative mechanism to modulate abundant gases like CO2 and CH4 would 
be required in waterworlds. Such a mechanism would depend on the properties of their 
clathration in water over a range of very high pressures. Under very high pressures (above 0.6 
GPa), common to super-Earth-sized water planets, clathrates undergo a phase transition in their 
structure to a form known as filled ice that can transport CH4 and CO2 (Levi et al. 2013, 2017). 
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This should enable effective cycling of CO2 through the atmosphere and oceans on water planets 
residing in the HZ (e.g., with water oceans at the surface) and thus provide an alternative 
atmospheric concentration feedback mechanism to regulate CO2 on water planets. The timescales 
and effectiveness of such cycling is still an open question (Kitzmann et al. 2015, Levi et al. 
2017). A lively debate in the literature addresses how the interiors of such worlds might work, 
regarding the ability to cycle gases from the rocky core to the atmosphere (Valencia et al. 2007, 
Grasset et al. 2009, Fu et al. 2010, Rogers & Seager 2010, Kaltenegger et al. 2013, Tackley et al. 
2013, Levi et al. 2013, 2017) and whether such planets could be habitats (Abbot 2016, Abbot et 
al. 2012, Kaltenegger et al. 2013, Noack et al. 2016). First analyses of what atmospheric spectra 
of waterworlds might look like and whether they could be distinguished from land-dominated 
worlds even in transit, where surface albedo would not be detectable, depend strongly on whether 
long-term CO2 cycling can be maintained (Kaltenegger et al. 2013).  

 
3.3. EXOMOONS AS REMOTELY DETECTABLE HABITATS  
The characterization of extrasolar giant planets (EGPs) has revealed a fascinating, diverse set of 
planets (e.g., reviewed in Burrows 2014, Crossfield 2015). EGPs might have exomoon satellites. 
Such exomoons have not been detected yet but could be found through a variation of exoplanet 
transit timing and/or duration due to the orbit of the planet around the planet–moon barycenter 
(Sartoretti & Schneider 1999, Agol et al. 2005, Holman & Murray 2005, Kipping 2009), light 
curve distortions (Szabo et al. 2006), planet–moon eclipses (Cabrera & Schneider 2007), 
microlensing (Han 2008), pulsar timing (Lewis et al. 2008), distortions of the Rossiter–
McLaughlin effect of a transiting planet (Simon et al. 2009), and potentially direct detection of 
exomoons at specific wavelengths (Agol et al. 2015). A detailed study (Kipping et al. 2009, 2012) 
using transit time duration measurements found that exomoons down to 0.2 M⊕, double the size 
of Mars, may be detectable around EGPs in the HZ of their host star with the Kepler mission or 
equivalent photometry.  

Such exomoons could orbit in the circumstellar HZ (e.g., Reynolds et al. 1987, Williams & 
Kasting 1997, Kaltenegger 2000, Scharf 2006, Kaltenegger & Haghighipour 2013, Forgan & 
Kipping 2013, Hinkel & Kane 2013, Heller et al. 2014, Heller & Pudritz 2015). A habitable moon 
would need to retain its volatiles. This depends on its mass, the charged particle flux it receives, 
whether it maintains a magnetosphere, and its position with respect to the planet’s 
magnetosphere, among other factors; these factors lead to a lower mass limit between 0.12 and 
0.23 M⊕ (e.g., Williams & Kasting 1997), above which moons can potentially be Earth analog 
environments, which we will call Earth-like moons here. Several groups have shown the long-
term dynamic stability of hypothetical satellites and moons up to Earth-mass orbiting EGPs (e.g., 
Barnes et al. 2002, Dvorak et al. 2010) as well as discussion on a potential influence of tidal 
heating on such moons (e.g., reviewed in Henning et al. 2009, Henning & Hurford 2014, Chen et 
al. 2014, Heller et al. 2014).  

Close-by small stars are interesting candidates for detection and subsequent characterization 
of potentially habitable exomoons. As for exoplanets, cool stars are interesting targets to find and 
characterize potentially habitable exomoons because of the small orbital distance of their HZs, 
which increases the transit probability as well as the transit frequency per observation time and 
the increased contrast ratio due to the small size of the star. In addition, even if HZ planets for 
cool stars were synchronously locked to their host star, exomoons orbiting them in turn would be 
synchronously locked to their planet, not the host star, illuminating the whole moon as compared 
to only partial illumination of a synchronous planet. Note, however, that synchronous rotation 
may not be a problem for habitability on a planet that has a substantial atmosphere, like Earth, 
that distributes heat evenly on its surface (see, e.g., Joshi 2003, Scalo et al. 2007, Kite et al. 2009, 
Edson et al. 2012).  
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An interesting question is whether one could disentangle the moon’s spectrum from that of its 
parent planet if they are seen together. Generally, an unresolved moon will influence the spectrum 
of its planet, as the spectra of both will appear to come from the planet. Even though the features 
of an EGP and an Earth-like exomoon are expected to be different (e.g., Williams & Gaidos 2008, 
Robinson et al. 2011), the two-order magnitude difference in feature strength would make it 
extremely difficult to detect a moon’s atmospheric spectral feature embedded in an EGP planet’s 
spectrum if the EGP spectrum is not fully understood. Highly reflective moons and EGPs with 
low albedos can improve the planet–moon contrast ratio and could make detection possible if 
temporal intensity and spectral information were available (see, e.g., Moskovitz et al. 2009, Agol 
et al. 2015).  

However, if a habitable moon orbits its planet at a distance that allows for spatially separate 
transit events, transmission spectroscopy will be a unique potential tool to screen exomoons for 
habitability in the near future (Kaltenegger 2010). If the moon can be spatially resolved, 
characterizing an Earth-sized habitable moon would provide challenges comparable to 
characterizing an Earth-sized planet.  

Viewing the existence of moons as important to stabilize the obliquity of a planet (Ward 
1982) might be an overly Earth-centric outlook. Lissauer et al. (2012) found that without the 
presence of a moon, obliquity variations are still significantly constrained. In addition, subsurface 
conditions, for example, of an ocean, should not be influenced severely by changes in a planet’s 
obliquity, and life could alternatively evolve for changing surface conditions.  

 
4. CHARACTERIZING A HABITABLE WORLD  
The following steps can be undertaken to set the planetary atmosphere in context. After an 
exoplanet’s detection, one can first calculate the incident stellar irradiance the planet receives that 
puts it in- or outside the HZ limits as discussed in Section 2.2.  

First, with regard to reading exoplanet colors, low-resolution spectra of exoplanets are likely 
the first post detection measurements. Color-color diagrams (three or four channels) are used to 
classify many astronomical objects and can be used to initially compare the color of extrasolar 
planets to Solar System bodies (see, e.g., Traub 2003, Lundock et al. 2009, Fujii et al. 2011, 
Hegde & Kaltenegger 2013, Krissansen-Totton et al. 2016, Madden & Kaltenegger 2017, 
O’Malley-James & Kaltenegger 2017a). Planets in the Solar System can be grouped by their 
color spectra into different categories; for example, ice giants would occupy a different part of 
such a diagram than rocky bodies. Whether such an initial comparison of exoplanet spectra to 
Solar System planet spectra would also allow the inference of exoplanet properties is an open 
question, due to our limited sample of characterized planets for now. However, we could use it 
for an initial comparison, which would become more insightful when the color-color diagram 
could be populated with characterized exoplanets.  

Second, orbital flux variations can distinguish bodies with an atmosphere from airless ones. 
Orbital phase curves have already been used to explore the atmosphere of brown dwarfs and 
EGPs (e.g., reviewed in Knutson et al. 2007, Crossfield 2015). A next step will be to use them to 
characterize smaller, rocky planets. If a planet’s thermal radiation is observed, flux measurements 
over a planet’s orbit can distinguish planets with atmospheres from those without by the 
amplitude of the observed orbital variations (Figure 6). The amount of reflected light depends on 
the lit area and averaged reflectivity of the planet. Phase-related variations in a planet’s or planet–
moon system’s visible flux are therefore in phase with the amount of lit surface. The thermal 
radiation of the planet and moon depends on its overall area as well as the averaged hemispheric 
temperature. Therefore, strong variations of the IR thermal flux with the phase reflect strong 
temperature differences in the day and night hemispheric temperatures, a consequence of, for 
example, the absence of a dense atmosphere or ocean (e.g., Gaidos &Williams 2004, Selsis 
2004). 
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Figure 6 Schematics of relative 
orbital light curves for planets and 
planets with unresolved moons in a 
circular orbit with and without an 
atmosphere in (a) reflected light and 
(b) thermal emission, assuming 
blackbodies. Unresolved moons can 
also influence the detected light 
curve. Data from Selsis et al. (2008). 
Abbreviations: IR, infrared; NIR, 
near-infrared.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 
The light curve of Earth and Venus in our Solar System would exhibit nearly no measurable 

phase-related variations of their thermal emission. However, Mars shows intensity fluctuation in 
phase with the lit surface, indicating a thin atmosphere. As shown in Figure 6, the combined flux 
from the Moon and Earth shows some intensity fluctuations due to the unresolved Moon. 
Unresolved moons in general can influence the phase curve, but how strongly depends on the 
characteristics of the planet and moon(s), which can lead to confusion for very large moons with 
surfaces that have very low heat capacity (e.g., Moskovitz et al. 2009). However, such 
contributions to the combined IR phase curve by the lit part of a moon vary with orbital phase and 
thus could be identified. Such changes might even be used to detect exomoons (see, e.g., Agol et 
al. 2015). Orbital phase curves also put constraints on other planetary characteristics like its 
obliquity (see, e.g., Gaidos 2004, Selsis et al. 2011, Schwartz et al. 2016).  

Finally, with regard to deriving the radius and temperature of an exoplanet, for transiting 
planets, the radius of the planet is known as a fraction of its host star’s radius. The radius of non-
transiting planets can be estimated using a low-resolution thermal spectrum. Using a blackbody 
approximation, a thermal spectrum will constrain the temperature of the emitting layer, and 
therefore the emitting area and planetary radius (see Figure 7). The accuracy of these constraints 
will depend on the quality of the fit (and thus on the sensitivity and resolution of the spectrum) 
and whether the emitting layer is the planet’s surface. 

For transparent atmospheres like those of Earth and Mars, the surface temperature can be 
observed in the IR (see Figure 8). This can also be done for exoplanets if spectral windows can 
be identified that probe the surface. Venus appears cooler than Earth because the emitting layer is 
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EGPs (e.g., reviewed in Knutson et al. 2007, Crossfield 2015). A next step will be to use them to
characterize smaller, rocky planets. If a planet’s thermal radiation is observed, flux measurements
over a planet’s orbit can distinguish planets with atmospheres from those without by the amplitude
of the observed orbital variations (Figure 6). The amount of reflected light depends on the lit
area and averaged reflectivity of the planet. Phase-related variations in a planet’s or planet–moon
system’s visible flux are therefore in phase with the amount of lit surface. The thermal radiation of
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Figure 6
Schematics of relative orbital light curves for planets and planets with unresolved moons in a circular orbit
with and without an atmosphere in (a) reflected light and (b) thermal emission, assuming blackbodies.
Unresolved moons can also influence the detected light curve. Data from Selsis et al. (2008). Abbreviations:
IR, infrared; NIR, near-infrared.
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in its atmosphere, not the surface. For present-day Earth, the IR flux between 8 and 11 µm probes 
the surface temperature. This window would, however, become opaque at high H2O partial 
pressure (e.g., the inner part of the HZ, where a lot of water is vaporized) and at high CO2 
pressure (e.g., a very young Earth or the outer part of the HZ), closing our ability to assess the 
surface temperature. If no such windows exist or the thermal radiation cannot be measured, one 
can only use models, corresponding to the atmospheric composition of a planet, to estimate 
surface temperatures. Alternatively, one can constrain the radius very loosely using a mass range 
derived from the minimum mass measurements and assuming a certain composition of the planet.  

A higher-resolution spectrum can be used to identify the compounds of the planetary 
atmosphere. In that context, we can then test if we have an abiotic explanation of all compounds 
seen in the atmosphere of such a planet. If we do not, we can work with the exciting biotic 
hypothesis.  
 
4.1. EARTH SEEN AS A PALE BLUE DOT  

In the emergent flux, we observe the starlight reflected off the planet in the UV to NIR and 
the planet’s emitted flux in the IR, dependent on the planet’s temperature (Figures 7–9). 
Emergent flux combines the radiation from up to a full hemisphere and probes different 
atmospheric depths, including the surface, unlike a transmission spectrum. In transmission, we 
see the starlight filtered through the planet’s atmosphere. Transmission spectra predominantly 
probe the upper atmosphere of planets, depending on the system’s geometry and planet’s 
atmospheric density  

Reflectance spectra mix stellar and planetary lines because a planet’s visible flux is reflected 
starlight. Therefore, plots that only show relative reflectivity in the visible are informative but can 
be misleading because they do not show how much light the host star emits at different 
wavelengths. However, such plots can easily be multiplied by the host star’s SED to get the 
complete picture. Figure 7 gives the absolute flux for a Solar System analog at 10 pc. The Sun’s 
flux is several orders of magnitude higher in the visible than the IR. Therefore, the absolute flux 
of Earth is higher in the visible than in the IR; however, the contrast ratio between Earth and the 
Sun improves in the IR over the visible by a factor of approximately 1,000.  
 

 
Figure 7 Absolute 
flux comparison of 
Jupiter, Venus, 
Earth, and Mars in 
our Solar System as 
well as a hot 
extrasolar giant 
planet shown here as 
blackbodies for the 
(a) Sun and (b) M0 
host star at a distance 
of 10 pc on a log-log 
scale, assuming 
constant reflectivity 
and temperature. 
Panel b shows the 
decrease in planet–
star contrast ratio for 
planets orbiting cool 
stars.  
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Figure 7
Absolute flux comparison of Jupiter, Venus, Earth, and Mars in our Solar System as well as a hot extrasolar
giant planet shown here as blackbodies for the (a) Sun and (b) M0 host star at a distance of 10 pc on a log-log
scale, assuming constant reflectivity and temperature. Panel b shows the decrease in planet–star contrast ratio
for planets orbiting cool stars.

Figure 7 gives the absolute flux for a Solar System analog at 10 pc. The Sun’s flux is several orders
of magnitude higher in the visible than the IR. Therefore, the absolute flux of Earth is higher in
the visible than in the IR; however, the contrast ratio between Earth and the Sun improves in the
IR over the visible by a factor of approximately 1,000.

The Earth–Sun contrast ratio in emergent flux is approximately 10−7 in the thermal IR
(∼10 µm), and approximately 10−10 in the visible (∼0.5 µm) (Figure 7). Comparing the ab-
solute flux of Earth, Mars, Venus, and Jupiter in our Solar System and adding an EGP model
for a Jupiter-sized planet with a 1,500-K surface temperature and an albedo of 0.3 for simplicity,
Figure 7 shows how the flux as well as planet–to–host star contrast changes for different types
of exoplanets as a function of wavelength. Keeping the planets at the same incident stellar flux as
that in our Solar System, Figure 7 shows how the planet–to–star flux ratio changes for a cool M0
host star. The Earth–M0 star contrast ratio is approximately 10−5 in the thermal IR (∼10 µm) and
approximately 10−8 in the visible (∼0.5 µm). The Earth–F0 star contrast ratio is approximately
10−8 in the thermal IR (∼10 µm) and approximately 10−11 in the visible (∼0.5 µm). For super-
Earths, with 2 R⊕, the contrast ratio decreases by a factor of 4 compared to Earth-sized planets.
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Figure 8 Spectra of Earth, Venus, 
and Mars at a resolution (λ/Δλ) of 
approximately 100 in the (a) visible 
to near infrared bands (the reflected 
flux of Mars has been multiplied by 
10 to appear) and (b) thermal 
emission spectrum of the planets and 
blackbody emission of a planet of 
the same radius at the maximum 
brightness temperature of the 
spectrum. Data from Selsis et al. 
(2008).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The Earth–Sun contrast ratio in emergent flux is approximately 10−7 in the thermal IR (∼10 
µm), and approximately 10−10 in the visible (∼0.5 µm) (Figure 7). Comparing the absolute flux of 
Earth, Mars, Venus, and Jupiter in our Solar System and adding an EGP model for a Jupiter-sized 
planet with a 1,500-K surface temperature and an albedo of 0.3 for simplicity, Figure 7 shows 
how the flux as well as planet–to–host star contrast changes for different types of exoplanets as a 
function of wavelength. Keeping the planets at the same incident stellar flux as that in our Solar 
System, Figure 7 shows how the planet–to–star flux ratio changes for a cool M0 host star. The 
Earth–M0 star contrast ratio is approximately 10−5 in the thermal IR (∼10 µm) and approximately 
10−8 in the visible (∼0.5 µm). The Earth–F0 star contrast ratio is approximately 10−8 in the thermal 
IR (∼10 µm) and approximately 10−11 in the visible (∼0.5 µm).  

For super- Earths, with 2 R⊕, the contrast ratio decreases by a factor of 4 compared to Earth-
sized planets. For smaller planets, the contrast ratio increases owing to their smaller surface area. 
The HZ for cooler stars is at smaller and for hotter stars at larger orbital distances, which 
increases the transit frequency of HZ planets for cooler stars but also increases the resolution 
required to detect them individually. 

Figure 8 shows the visible and IR emergent spectra of Venus, Earth, and Mars models for a 
resolution of approximately 100 for comparison (see also Selsis et al. 2008). Different 
wavelengths have different sensitivity to clouds, Rayleigh scattering, or hazes and show different 
atmospheric chemicals, as discussed in detail below. The abundance of a chemical needed to 
detect a spectral feature at a certain resolution varies (see, e.g., Des Marais et al. 2002, Selsis et 
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Spectra of Earth, Venus, and Mars at a resolution (λ/!λ) of approximately 100 in the (a) visible to near-
infrared bands (the reflected flux of Mars has been multiplied by 10 to appear) and (b) thermal emission
spectrum of the planets and blackbody emission of a planet of the same radius at the maximum brightness
temperature of the spectrum. Data from Selsis et al. (2008).

For smaller planets, the contrast ratio increases owing to their smaller surface area. The HZ for
cooler stars is at smaller and for hotter stars at larger orbital distances, which increases the transit
frequency of HZ planets for cooler stars but also increases the resolution required to detect them
individually.

Figure 8 shows the visible and IR emergent spectra of Venus, Earth, and Mars models for a
resolution of approximately 100 for comparison (see also Selsis et al. 2008). Different wavelengths
have different sensitivity to clouds, Rayleigh scattering, or hazes and show different atmospheric
chemicals, as discussed in detail below. The abundance of a chemical needed to detect a spectral
feature at a certain resolution varies (see, e.g., Des Marais et al. 2002, Selsis et al. 2002, Kaltenegger
et al. 2007). The observable depth of spectral features in reflected light is dependent on the
abundance of a chemical as well as the incoming stellar radiation at that wavelength. In thermal
emission, the depth of spectral features depends on the abundance of a chemical as well as the
temperature difference between the emitting/absorbing layer and the continuum.
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al. 2002, Kaltenegger et al. 2007). The observable depth of spectral features in reflected light is 
dependent on the abundance of a chemical as well as the incoming stellar radiation at that 
wavelength. In thermal emission, the depth of spectral features depends on the abundance of a 
chemical as well as the temperature difference between the emitting/absorbing layer and the 
continuum.  

Properties like the temperature of the emitting surface can be probed in the IR. Surface 
reflection can be detected in the visible for transparent atmospheres. The trade-off between 
contrast ratio, detectable spectral features, and design in the different wavelengths is not 
discussed here but leads to several different configurations for space-based mission concepts.   

For Mars and Venus, only CO2 features are observable at a resolution of 100, whereas Earth 
shows absorption features of O2 and H2O in the visible and H2O, CH4, O3, and CO2 in the IR 
(Figure 8).  

Earth’s emergent spectrum from the visible to IR is shown in Figure 9 and can be observed 
when Earth is seen as an individual planet in direct imaging or close to a secondary eclipse. The 
model (see Kaltenegger et al. 2007) is compared to observations for visible (Woolf et al. 2002) 
and NIR earthshine (Turnbull et al. 2006) and a space-based emission IR spectrum (Christensen 
& Pearl 1997), respectively. Other measurements of Earth’s emergent spectra are similar to the 
ones shown in Figure 9 (see, e.g., Arnold 2008, Robinson et al. 2014, Palle et al. 2016).  

 

 
Figure 9 (a) Visible, (b) near-infrared reflectivity, and (c) infrared emission spectra of Earth (model shown 
in red). Data (black) are from earthshine measurements and space measurements, respectively (data from 
Kaltenegger et al. 2007).  
 
4.2. EARTH SEEN AS A TRANSITING PLANET  
Earth seen as a transiting planet would dim the Sun’s light for a maximum of 12.6 hours and 
produce a maximum transit depth of 0.0084%, which corresponds to the area ratio of the Sun to 
Earth. For cool stars, the transit depth increases to approximately 0.022% for an M0V and to 
1.3% for an M9V host star, but the maximum transit duration decreases to 5.4 and 0.4 hours, 
respectively, whereas the transit frequency increases.  

A transiting planet appears bigger at the wavelengths at which molecules in its atmosphere 
absorb light. The effective atmospheric thickness translates into an effective detected planetary 
radius, Reff, expressed in Earth radii, Rp (Figure 10). For present-day Earth, we find a good 
agreement between 1D models using Earth’s average atmospheric composition and temperature 
structure (1979 Earth model) and available data for both emergent and transmission spectra.  

Earth’s transmission spectrum from the UV to IR (Figure 10) shows how Earth would look 
when observed as a transiting planet. In transmission, the apparent size of the Earth depends 
strongly on the wavelength of observation. In the far-UV, at approximately 150 nm, O2 
absorption increases the effective planetary radius of a transiting Earth by approximately 180 km 
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(a) Visible, (b) near-infrared reflectivity, and (c) infrared emission spectra of Earth (model shown in red). Data (black) are from
earthshine measurements and space measurements, respectively.

Properties like the temperature of the emitting surface can be probed in the IR. Surface reflec-
tion can be detected in the visible for transparent atmospheres. The trade-off between contrast
ratio, detectable spectral features, and design in the different wavelengths is not discussed here
but leads to several different configurations for space-based mission concepts.

For Mars and Venus, only CO2 features are observable at a resolution of 100, whereas Earth
shows absorption features of O2 and H2O in the visible and H2O, CH4, O3, and CO2 in the IR
(Figure 8). Earth’s emergent spectrum from the visible to IR is shown in Figure 9 and can be
observed when Earth is seen as an individual planet in direct imaging or close to a secondary
eclipse. The model (see Kaltenegger et al. 2007) is compared to observations for visible (Woolf
et al. 2002) and NIR earthshine (Turnbull et al. 2006) and a space-based emission IR spectrum
(Christensen & Pearl 1997), respectively. Other measurements of Earth’s emergent spectra are
similar to the ones shown in Figure 9 (see, e.g., Arnold 2008, Robinson et al. 2014, Pallé et al.
2016).

Earth seen as a transiting planet would dim the Sun’s light for a maximum of 12.6 hours and
produce a maximum transit depth of 0.0084%, which corresponds to the area ratio of the Sun
to Earth. For cool stars, the transit depth increases to approximately 0.022% for an M0V and to
1.3% for an M9V host star, but the maximum transit duration decreases to 5.4 and 0.4 hours,
respectively, whereas the transit frequency increases.

A transiting planet appears bigger at the wavelengths at which molecules in its atmosphere
absorb light. The effective atmospheric thickness translates into an effective detected planetary
radius, Reff, expressed in Earth radii, Rp (Figure 10). For present-day Earth, we find a good
agreement between 1D models using Earth’s average atmospheric composition and temperature
structure (1979 Earth model) and available data for both emergent and transmission spectra.

4.1. Earth Seen as a Transiting Planet
Earth’s transmission spectrum from the UV to IR (Figure 10) shows how Earth would look
when observed as a transiting planet. In transmission, the apparent size of the Earth depends
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(Betremieux &Kaltenegger 2014) versus 27 km in the visible at 760 nm (Kaltenegger & Traub 
2009, Betremieux &Kaltenegger 2014), 14km in the NIR, and between 50 and 12 km in the IR 
due to absorption and refraction (Kaltenegger & Traub 2009). This translates to a 2.6% change in 
effective planetary radius over the UV–IR. For Earth, the O2 absorption dominates the UV 
absorption shortward of 200 nm. For planets without O2, the far-UV would still show strong 
absorption by other molecules, such as CO2 and H2O, increasing the planetary radius significantly 
in the UV. However, as discussed above, stellar incident flux sets the detectable absolute flux for 
a planet’s transiting as well as reflected spectra flux. Less stellar flux is emitted by a cooler star in 
short wavelength range and the UV, except for active stars, making the increase in Earth’s radius 
less effective for detection in the UV wavelength range. In addition the visible to IR is a more 
easily accessible wavelength range for remote observations. 

 
Figure 10 (a) Ultraviolet, (b) visible, (c) near-infrared, and (d) infrared transmission spectra of a transiting 
Earth analog orbiting the Sun (black line). In the visible to infrared spectrum (b,c), refraction limits the 
depth the atmosphere of an Earth-analog planet can be probed down to significantly (the red line shows a 
model that does not take refraction into account for the Sun–Earth case). Spectral coverage to the 50% 
transmission limit of several commonly used filters is indicated by the black rectangles. Due to the 
geometry of the star–planet size and separation, refraction does not limit the depth of the atmosphere 
transiting Earth-analog planets can be probed to for planets orbiting a cool M-type host star (M5 and 
cooler) (red line). (a) (Betrimeux & Kaltenegger 2013), (b) and (c) (Betremieux & Kaltenegger 2014),  (d) 
(Kaltenegger & Traub 2009). 

AA55CH11-Kaltenegger ARI 22 November 2017 19:56

Wavelength (µm)

200

115 200

O2

O3

O2

g' r' i'

L' M'

Z Y J H Ks

CO2 CO2

CH4

CH4

HNO3

CH3Cl
CH4CH4

CH4

H2O

Earth–Sun
Earth–M5+

Earth–Sun
Earth–M5+

Earth–Sun
Earth–M5+

Earth–Sun
Earth–M5+

H2O

H2O

H2O

H2O

H2O

N2O
N2O

O 3

400

Wavelength (µm)
1.0 4.20.25.14.0

150

100

50

0

Wavelength (µm)

60

5.35.2 0.55.40.3 4.0

Wavelength (µm)
15 5 2010

50

40

10

20

30

0

60

40

20

0

40

30

20

10

0

CO2

CO2

CO2

O3
CO2

ba

dc

Figure 10
(a) Ultraviolet, ( b) visible, (c) near-infrared, and ( d) infrared transmission spectra of a transiting Earth analog orbiting the Sun ( black
line). In the visible to infrared spectrum ( b,c), refraction limits the depth the atmosphere of an Earth-analog planet can be probed down
to significantly (the red lineshows a model that does not take refraction into account for the Sun–Earth case). Spectral coverage to the
50% transmission limit of several commonly used filters is indicated by the black rectangles. Due to the geometry of the star–planet size
and separation, refraction does not limit the depth of the atmosphere transiting Earth-analog planets can be probed to for planets
orbiting a cool M-type host star (M5 and cooler) ( red line). Panel amodified from Figure 1 in Betremieux & Kaltenegger (2013).
Panels band c reproduced from Figure 9 and 10, respectively, in Betremieux & Kaltenegger (2014). Panel dmodified from Figure 3 in
Kaltenegger & Traub (2009).
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No data for a transmission spectrum of Earth as it would be seen by a remote observer exists; 
therefore, the models need to be validated by data that can be added to mimic a transiting Earth. 
Data taken by ATMOS 3 (Atmospheric Trace Molecule Spectroscopy 3) on a shuttle mission can 
verify the transmission geometry spectra using the individual observations of the Sun observed 
through different heights of Earth’s atmosphere. Summing these observations up, one can mimic 
the total transmission spectrum of Earth (see details in Kaltenegger & Traub 2009).  

Note that an earthshine data set taken to mimic Earth as seen in transit (Palle et al. 2009) is 
misrepresenting what the transmission spectrum of Earth would look like to a distant observer, 
because light rays that hit the Moon and get reflected back to Earth must be bent strongly in 
Earth’s atmosphere (see e.g. Garcıa Munoz et al. 2012, Betremieux & Kaltenegger 2013, Misra et 
al. 2014). Such rays therefore predominantly represent the dense part of Earth’s atmosphere. For 
a transiting planet, light rays that are bent so strongly will not reach a distant observer (ibid).  

 
4.2.1 How Deep Can One Probe Earth’s Atmosphere in Transmission? Measurements 
of transiting hot EGPs already offer the possibility of characterizing their upper atmosphere 
(reviewed in, e.g., Burrows et al. 2014, Crossfield 2015). Such transit observations should be able 
to access biosignatures in the atmospheres of Earth-like bodies (e.g., Ehrenreich et al. 2006, 
Kaltenegger & Traub 2009, Palle et al. 2009, Vidal-Madjar et al. 2010, Rauer et al. 2011, Garcıa 
Munoz et al. 2012, Hedelt et al. 2013, Snellen et al. 2013, Betremieux & Kaltenegger 2013, 2014, 
Misra et al. 2014, Rodler & Lopez-Morales 2014).  

As light rays traverse an atmosphere, they are bent by refraction from the major gaseous 
species, which to first order are proportional to the density of the gas so that the deepest 
atmospheric regions bend the rays the strongest. Refraction and absorption limit how deeply one 
can probe a transiting habitable planet. In transit geometry, the star is an extended source with 
respect to the observed planetary atmosphere and the observer is infinitely far away. During 
transit, refraction from the deeper atmospheric regions deflects light away from the observer (e.g. 
Garcıa Munoz et al. 2012, Betremieux & Kaltenegger 2014, Misra et al. 2014). This effect masks 
molecular absorption features that originate below a certain altitude, depending on the density and 
composition of the atmosphere and the geometry of the planet–star system. The lowest 12 km of 
Earth’s atmosphere are not accessible to a distant observer when Earth transits the Sun, because 
no rays below that altitude can reach an observer from an Earth–Sun geometry. 

The angular size of the host star with respect to the exoplanet determines the critical 
deflection by which a ray can be bent and still reach the observer as parallel light rays (see Garcıa 
Munoz et al. 2012, Betremieux & Kaltenegger 2014, Misra et al. 2014) and varies depending on 
the host star for planets in the HZ. In a first-order approximation, the height that can be probed 
scales with approximately 1/ Teff 2 for exoplanets with similar incident stellar flux at the top of 
their atmospheres (Betremieux & Kaltenegger 2014). Thus, observers can more deeply probe the 
atmosphere of similar planets orbiting cooler stars for a given atmospheric profile (red line in 
Figure 10).  

Water will be one of the hardest features to find in a transiting spectrum from an Earth–Sun 
analog geometry because it is concentrated in the lowest 10–15 km of Earth’s atmosphere; hence, 
only the amount above 12 km can increase the planetary radius above the refraction threshold in 
transit. Clouds do not significantly affect the transmission spectra of Earth (to a distant observer), 
because they are located below the 12-km threshold.  
 
5. BIOSIGNATURES: HOW TO DETECT SIGNATURES OF LIFE 
ON OTHER WORLDS  
Signs of life that modify the atmosphere or the surface of a planet and thus can be remotely 
detectable are key to finding life on exoplanets or exomoons. Observations of our Earth with its 
diverse biota serves as a Rosetta stone to identify habitats. Figures 9 and 10 show that some 



 28 

atmospheric species exhibiting noticeable spectral features in our planet’s spectrum result directly 
or indirectly from biological activity, the main ones being O2, O3, CH4, N2O, and CH3Cl (see, 
e.g., Des Marais et al. 2002). Spectroscopy can reveal the presence of specific molecules and 
atoms by identifying their characteristic energy transitions.  

Sagan et al. (1993) analyzed an emergent spectrum of Earth, taken by the Galileo probe, 
searching for signatures of life and concluded that the large amount of O2 and simultaneous 
presence of CH4 are strongly suggestive of biology, as Lovelock (1965) had suggested earlier. 
The concentrations of oxygen and methane are far from equilibrium in Earth’s atmosphere. On 
short timescales, the two species react to produce carbon dioxide and water and therefore must be 
constantly replenished to be maintained at detectable concentrations.  

The term biosignatures is used here to mean gases that are produced by life, accumulate in the 
atmosphere, are not readily mimicked by abiotic processes, and can be detected by space 
telescopes, for example, the CH4 + O2 (Lederberg 1965, Lovelock 1965) or CH4 + N2O 
(Lippincott et al. 1967) pairs. It is their quantities and detection along with other atmospheric 
species in the planetary context that solidify a biological origin. Bioindicators is used here to 
mean atmospheric signatures that indicate habitability, like CO2 and CH4, which can be produced 
by life but also in large quantities by abiotic processes. The two gases, H2O and CO2, are 
important both as greenhouse gases as well as potential sources for high O2 concentrations 
through photolysis. These examples already show that the combination of our knowledge of the 
host star and the planetary environment will be crucial to understanding other planets, moons, and 
habitats.  

 
5.1. ATMOSPHERIC BIOSIGNATURES: DETECTABLE GASES AS SIGNS OF LIFE  
Due to the vast interstellar distances, our first exoplanet spectra of rocky planets in the HZ will 
most likely have low SNR. First-generation space mission observations will also have low 
resolution (R < 100). Such low-resolution spectra will be comparable to the early stages of Solar 
System planetary science, when we only had disk-integrated spectra from Solar System planets 
and moons and were confronted with a wide range of vastly different worlds that we had to learn 
to understand.  

The situation is slightly different when trying to find biosignatures from the ground, because 
the challenge is to tell them apart from biosignatures in our own atmosphere. Ground-based 
telescopes like the ELTs will have to use high-resolution spectra to identify exoplanet 
biosignatures via their Doppler-shifted lines, which requires combining observations over long 
periods for Earth analog planets (e.g., Snellen et al. 2013, Rodler & Lopez-Morales 2014) to 
achieve the required SNR.  

Life produces thousands of molecules on Earth (e.g., reviewed in Seager et al. 2016), but to 
detect them over interstellar distances, they must modify the atmosphere in a detectable way that 
allows us to distinguish them from purely abiotic processes.  

Due to the wide possible range of characteristics of other worlds and SED and UV flux of 
their host stars, this question becomes even more complex. Atmospheric models explore which 
molecules could function as biosignatures over interstellar distances and whether other 
environments could produce false positives abiotically.  

As discussed above, Lovelock (1965) suggested looking for a by-product of metabolism, the 
simultaneous presence of O2 and a reduced gas like CH4 in a planet’s atmosphere, as strong 
evidence that the planet is inhabited. Lippincott et al. (1967) extended this to specific gas pairs 
like O2 and CH4 or O2 and N2O. These gases are many orders of magnitude out of equilibrium 
with each other and are all predominantly produced biologically. Reduced gases and oxygen have 
to be produced concurrently to be detectable in low resolution in the atmosphere of habitable 
exoplanets, because they react rapidly with each other and would not stay observable if not 
continuously produced (see detailed discussion below on generalizing this idea).  
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On present-day Earth, O2 and CH4 are mostly produced by organisms and can be detected 
with low-resolution spectra (R < 100) depending on the wavelength (see, e.g., Des Marais et al. 
2002). N2O is not easily observable for Earth (see details below; e.g., Segura et al. 2005, 
Kaltenegger et al. 2007, Grenfell et al. 2011). It is crucial to differentiate this combination of 
gases from the individual gases alone. One of those gases by itself, for example, O2, does not 
constitute a biosignature, because each individual gas can be produced abiotically and could build 
up in an atmosphere without life (see, e.g., Harman et al. 2015).  

Secondary metabolic products such as methyl chloride (CH3Cl; e.g., Segura et al. 2005b), 
dimethyl disulfide (Pilcher 2003), dimethyl sulfide, and other sulfur gases (Domagal-Goldman et 
al. 2011) have also been studied as potential biosignatures. However, these gases are produced in 
small amounts on Earth and photolyzed sufficiently rapidly that they are not expected to build up 
to observable concentrations in a planet’s atmosphere (e.g., Kasting et al. 2014). The extreme- 
UV (EUV) and far-UV radiation drives atmospheric photochemistry and varies depending on host 
star type and age (see, e.g., France et al. 2013, Linsky et al. 2013), which could change the 
buildup of different chemicals and their detectability as discussed below (see, e.g., Segura et al. 
2010).  

Technology biosignatures are, for example, the manufactured gases, like CFCs (CCl2F2 and 
CCl3F) in our present-day atmosphere, which are only produced by technology. Such chemicals 
could be used as markers of advanced civilizations. They have absorption features in the thermal 
IR waveband; however, their abundances are very low, and they are extremely hard to detect 
spectroscopically (see, e.g., Des Marais et al. 2002, Selsis et al. 2002, Kaltenegger et al. 2009).  

Another very interesting approach is to consider all stable and potentially volatile molecules 
as potential biosignatures and examine thousands of molecules produced on Earth to assess 
whether any of those could be a new biosignature for different chemical environments (see 
Seager et al. 2016). A first step is to compile a list consisting of all molecules that are stable and 
potentially volatile, and a second is to identify those molecules produced by life on Earth. In 
further steps, the viability of these molecules as a biosignature gas on exoplanets will need to be 
assessed, and the strength and wavelength range of that biosignature gas’s spectroscopic signature 
will need to be modeled. This thorough approach could find new atmospheric biosignatures for 
very different environments, which would then need to be tested for false positives. 

 
5.2. WHERE TO SPOT BIOSIGNATURES  
As for any spectral features, the amount of chemicals needed to show a feature varies depending 
on the wavelength. The depth of spectral features in reflected light (UV to NIR for Earth) is 
dependent on the abundance of a chemical as well as the incoming stellar radiation at that 
wavelength. In the IR, Earth’s spectrum shows our planet’s thermal emission; therefore, the depth 
of spectral features depends on the abundance of a chemical as well as the temperature difference 
between the emitting/absorbing layer and the continuum.  

For an Earth-like biosphere, the main detectable atmospheric chemical signatures that in 
combination indicate habitability are O2/O3 in combination with CH4 or N2O (see discussion in 
Section 5.1). For present-day Earth atmosphere models, detecting the combination of O2 or O3 in 
combination with CH4 requires observations in the visible to NIR from 0.7 to 3 µm to include the 
2.4 µm CH4 feature or observations in the IR between 5 and 10 µm (Figures 9 and 10). In 
addition, CH3Cl and N2O show weak absorption features in the IR between 7 and 17 µm. A wider 
wavelength coverage would give context to such detected features, like the IR CO2 feature at 15 
µm.  

Biosignatures and bioindicators on Earth can be detected in several different wavelengths 
(Figures 9 and 10): H2O, O3, and O2 in the visible (400 nm–2 µm), CH4 and CO2 in the NIR (2–4 
µm), and CO2, H2O, O3, CH4, N2O, and CH3Cl in the thermal IR (4–20 µm).  

The UV wavelength range is very sensitive to small molecular abundances; therefore, it is 
generally unreliable for biosignatures. As an example, under certain conditions, the UV O3 
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feature could be detected in prebiotic Earth models (Domagal-Goldman et al. 2014), whereas the 
same models did not produce detectable abiotic visible O2 or IR O3 features.  

In the visible wavelength range, from 400 nm to 2 µm, the strongest O2 feature is the 
saturated Frauenhofer A band at 0.76 µm, with a weaker feature at 0.69 µm. O3 has a broad 
feature, the Chappuis band, which appears as a shallow triangular dip in the middle of the visible 
spectrum from approximately 0.45 to 0.74 µm. Methane at present terrestrial abundance (1.65 
ppm) has no significant visible absorption features, but at high abundance, it shows bands at 0.88 
and 1.04 µm, detectable, for example, in early Earth models (Figure 10). In addition to 
biosignatures, H2O shows bands at 0.73, 0.82, 0.95, and 1.14 µm. CO2 has negligible visible 
features at present abundance, but in a high- CO2 atmosphere of 10% CO2, as in early Earth 
evolution stages, the weak 1.06 µm band could become detectable.  

In the NIR, from 2 to 4 µm, there are CH4 features at 2.3 and 3.3 µm, a CO2 feature at 2.7 µm, 
and H2O absorption at 2.7 and 3.7 µm. The reflected and emergent detectable fluxes in this region 
are very low for an Earth-like planet, making these features challenging to detect even for 
exoplanets orbiting the closest stars (Figure 9). In transiting geometry these features are slightly 
easier to detect (Figure 10).  

In the IR, the 9.6 µm O3 band is highly saturated and thus an excellent qualitative but poor 
quantitative indicator for the existence of O2. The 7.66 µm CH4 feature is hard to detect in low 
resolution for emergent flux for present-day Earth but is easily detectable at higher abundances, 
for example, on early Earth (Figure 11). The CH4 is easier to detect in transmission (Figure 10). 
N2O features in the thermal IR at 7.75, 8.52, 10.65, and 16.89 µm can become observable for 
levels higher than in the present atmosphere of Earth. CH3Cl has spectral features between 6.5 
and 7.5, 9.3 and 10.3, and 13 and 14.8 µm, which can potentially become detectable for active M 
stars (e.g., Segura et al. 2005b, Rauer et al. 2011, Rugheimer et al. 2015a) (Figure 14). 
Manufactured gases like CFCs (CCl2F2 and CCl3F) also have absorption features in the IR but 
are undetectable at low resolution for Earth’s atmosphere (Des Marais et al. 2002, Kaltenegger et 
al. 2007, Lin et al. 2014).  

 
5.3. BIOSIGNATURES AND FALSE POSITIVES  
The discussion about biosignatures in the literature is lively (for recent reviews, see, e.g., Kasting 
et al. 2014, Harman et al. 2015, Seager et al. 2016). Expanding sets of parameters are being 
explored for atmospheric models to assess which biosignatures could accumulate in a certain 
planetary environment and whether false positives could be produced by abiotic processes.  
 
5.3.1. Oxygen Alone as a Sign of Life? Owen (1980) suggested searching for O2 as a tracer 
of life. Present-dayEarth’s atmosphere consists of 21% oxygen. Oxygen is a reactive gas with a 
short atmospheric lifetime on Earth. Oxygenic photosynthesis, whose by-product is molecular 
oxygen extracted from water, allows terrestrial plants and photosynthetic bacteria to use abundant 
H2O instead of having to rely on scarce supplies of electron donors, like H2 and H2S, to reduce 
CO2. Oxygenic photosynthesis by cyanobacteria and plants at a planetary scale results in the 
storage of large amounts of radiative energy in chemical energy, in the form of organic matter. 
Less than 1 ppm of atmospheric O2 on present-day Earth comes from abiotic processes (Walker 
1977). The reverse reaction, using O2 to oxidize the organics produced by photosynthesis, can 
occur abiotically when organics are exposed to free oxygen or biotically by eukaryotes breathing 
O2 and consuming organics. As discussed in Section 2.1.1, the net release of O2 in Earth’s 
atmosphere is due to the burial of organics in sediments (Figure 3) (see, e.g., the review by 
Kasting & Catling 2003). Each reduced carbon buried results in a free O2 molecule in the 
atmosphere. This net release rate is balanced by the weathering of fossilized carbon when 
exposed to the surface. The oxidation of reduced volcanic gases such as H2 and H2S also accounts 
for a significant fraction of the oxygen losses. The atmospheric oxygen is recycled through 
respiration and photosynthesis in less than 10,000 years. In the case of a total extinction of 
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Earth’s biosphere, the atmospheric O2 would disappear in a few million years (Kaltenegger et al. 
2009).  

However, several teams have shown that oxygen can build up abiotically under certain 
geological settings (e.g., Schindler & Kasting 2000, Segura et al. 2007, Selsis et al. 2007, Leger et 
al. 2011, Hu et al. 2012, Wordsworth & Pierrehumbert 2013, Harman et al. 2015, Tian et al. 
2014, Luger & Barnes 2015, Schwieterman et al. 2016). Some scenarios like oxygen buildup 
through photodissociation at the edges of or outside the HZ, for example, from water vapor 
photodissociation in a runaway greenhouse phase, would show other detectable features that 
could indicate oxygen’s abiotic origin (see, e.g., Kasting 1988). However, any exoplanet scenario 
where lower or no O2 sinks can be argued for would accumulate abiotically produced O2, for 
example, after its creation from photodissociation by-products, with no clear way as yet to 
identify such cases as abiotic in low-resolution spectra. There has been lively discussion as to 
what kind of geological conditions would allow for such an organic buildup or whether these 
conditions would even be possible (see, e.g., Schaefer & Sasselov 2015). Therefore, not the 
existence of oxygen alone but the simultaneous presence of O2 or O3 and a reduced gas like CH4 
in a planet’s atmosphere is strong evidence that the planet is inhabited (see Section 5.1).  

 
5.3.2. Methane and N2O as Signs of Life? Approximately one-third of present-day CH4 is 
produced via geological activity or methanogenic bacteria under anaerobic conditions on 
wetlands and in oceans (Kruger et al. 2001). The remaining two-thirds arises from human activity 
(industry and agriculture). A small fraction is produced abiotically in hydrothermal systems in 
which hydrogen is released by the oxidation of Fe by H2O and reacts with CO2. Depending on the 
degree of oxidation of a planet’s crust and upper mantle, such non-biological mechanisms can 
produce large amounts of CH4 (e.g., Grenfell et al. 2010, Zendejas et al. 2010). Therefore, the 
detection of methane alone cannot be considered a sign of life, whereas its detection in an 
oxygen-rich atmosphere would be difficult to explain in the absence of a biosphere.  

N2O on present-day Earth is produced in abundance by anaerobic denitrifying bacteria but 
only in negligible amounts by abiotic processes (e.g., Des Marais et al. 2002), and little is known 
about its past atmospheric levels. Energetic processes like lightning, UV radiation, and 
atmospheric shock from falling meteoroids can produce N2O (see, e.g., Kasting 1992, Zahnle et 
al. 2008). Models indicate buildup of abiotic N2O for an early Earth, assuming an active young 
Sun (Airapetian et al. 2016). Current levels of N2O would be hard to detect in Earth’s atmosphere 
in low resolution (see, e.g., Segura et al. 2005, Selsis et al. 2006, Kaltenegger et al. 2007, Rauer et 
al. 2011). Its features are detectable in the IR, but they are located at wavelengths that correspond 
to the wing of the CO2, H2O, and CH4 lines. Spectral features of N2O would become more 
apparent in atmospheres with more N2O and/or less H2O vapor (Segura et al. 2005b), making 
detection easier.  

 
5.4. EXTREME THERMODYNAMIC DISEQUILIBRIUM AS A SIGNATURE FOR LIFE?  
A potential biosignature of active, living processes is chemical disequilibrium in the surrounding 
environment. Lederberg (1965) suggested that the best remote signature of life would be extreme 
thermodynamic disequilibrium, like the combination of O2 and CH4. This concept has recently 
been explored (Bains & Seager 2012, Krissansen-Totton et al. 2016), but no additional, 
potentially observable disequilibrium redox pair has been identified. The appealing idea behind 
using it is that chemical disequilibrium would potentially be a generalized biosignature because it 
makes no assumptions about particular biogenic gases or metabolisms.  

However, this idea cannot be generalized, as shown by a counterexample (e.g., Kasting 1992, 
Zahnle et al. 2008, Kasting et al. 2014): A planet’s atmosphere with high concentrations of H2 
and CO would be out of thermodynamic equilibrium at room temperature because free energy 
considerations strongly favor the reaction CO + 3 H2 → CH4 + H2O. Following Lederberg’s 
(1965) idea, a simple interpretation would be that this disequilibrium was evidence of life. 
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However, CO-rich, CH4-poor environments can be produced, for example, by photolysis of CO2 
in cold, dry, low- O2 conditions or by impacts (Kasting et al. 2014). In addition, the presence of 
life would likely destabilize such a CO-rich atmosphere, as showcased by Earth’s anaerobic 
biosphere, where models suggest that organisms would combine CO and H2 to form CH4, which 
at room temperatures would drive the atmosphere toward thermal equilibrium (e.g., Kharecha et 
al. 2005). CO is a high-free-energy compound that would be well out of thermodynamic 
equilibrium in almost any plausible abiotic terrestrial atmosphere (Harman et al. 2015). In 
addition, CO should be an excellent source of metabolic energy for microbes (Kharecha et al. 
2005), and so its presence in a planet’s atmosphere could be considered an antibiosignature 
(Zahnle et al. 2008). Although interesting, thermodynamic disequilibrium as a biosignature is 
hard to generalize; the specific life-detection criterion of the gas pair O2 + CH4 or O2 + N2O 
proposed by Lovelock (1965) and Lippincott et al. (1967) is, however, very useful.  

The thermodynamic chemical disequilibrium in the atmosphere of Solar System bodies, 
quantified by the available Gibbs free energy (Krissansen-Totton et al. 2016), shows that gas-
phase disequilibrium in Earth’s atmosphere is not unusual compared to other Solar System planet 
atmospheres and is smaller than that of Mars. Only when the authors take into account that Earth 
has an ocean can more significant changes between the Earth and other Solar System planets with 
atmospheres but without oceans be calculated, linking the usefulness of thermodynamic 
equilibrium to the knowledge of whether a planet has multiphase chemistry, for example, in the 
form of an ocean. As the authors point out, another very interesting open question is how these 
multiphase calculation values for Earth would compare to multiphase calculations for a second 
Solar System body, for example, Titan, and whether such calculations for an abiotic Earth would 
differ strongly from a biotic Earth.  
 
5.5. SURFACE BIOSIGNATURES  
Remote direct detection of surface life in reflected light becomes possible when organisms 
modify the detectable reflection of the surface (e.g., they influence the color of the surface). A 
ready example is vegetation on Earth. Vegetation has a specific reflection spectrum, with a sharp 
edge at approximately 700 nm, called the vegetation red edge (VRE). It is often suggested as a 
direct signature of life (e.g., Seager et al. 2005). Photosynthetic plants efficiently absorb the 
visible light but develop strong NIR reflection (possibly as a defense against overheating and 
chlorophyll degradation) resulting in a steep change in reflectivity. The primary molecules that 
absorb the energy and convert it to drive photosynthesis (of H2O and CO2 into sugars and O2) are 
chlorophyll A (0.450 µm) and B (0.680 µm). The exact wavelength and strength of the 
spectroscopic VRE depend on the plant species and the environment. Several groups (e.g., 
reviewed in Arnold 2008) have measured the integrated Earth spectrum via the earthshine 
technique, using sunlight reflected from Earth that is then reflected back by the Moon. Averaged 
over a spatially unresolved hemisphere of Earth, the additional reflectivity of this VRE feature is 
typically a few percent. Our knowledge of the reflectivity of different surface components on 
Earth, like deserts, oceans, and ice, helps in assigning the VRE of the earthshine spectrum to 
terrestrial vegetation. Minerals can exhibit a similar spectral shape at approximately 750 nm (e.g., 
Seager et al. 2005); therefore, the detection of the VRE on exoplanets, despite its interest, will not 
be unambiguous. Assuming that similar photosynthesis would evolve on a planet orbiting other 
host stars, the VRE could be shifted to different wavelengths (Kiang et al. 2007a,b). A thorough 
analysis of the likelihood of oxygenic photosynthesis arising elsewhere is given by, for example, 
Rothschild (2008).  

Vegetation is only one among many surface features life produces on Earth (see, e.g., Kiang 
et al. 2007a, Cockell et al. 2009, Huet al. 2012, Sanroma et al. 2013, Hegde et al. 2015). Land 
plants have been widespread on Earth for only approximately 460 Myr (e.g., Zahnle et al. 2007), 
whereas much of the history of life has been dominated by single-celled microbial life. Biota on 
Earth generates a wide range of characteristic reflectivity and colors. To mimic detectable surface 
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reflection features of known life, Hegde et al. (2015) measured the spectral characteristics of 137 
phylogenetically diverse microorganisms containing a range of pigments, including ones isolated 
from Earth’s most extreme environments. The team used an integrating sphere, which mimics the 
observing geometry of an exoplanet that is modeled as a Lambertian sphere. This database 
provides high resolution hemispherical reflectance measurements for the visible and NIR (0.35–
2.5 µm) spectra for a subset of life known on Earth and is freely available 
(http://carlsaganinstitute.org/data). In this subset are extremophiles that provide us with the 
minimum known envelope of environmental limits for life on our planet (Rothschild & 
Mancinelli 2001). A library capturing the range of possible reflectivity of biota on Earth as it 
would be seen on exoplanets is critical to inform disk-integrated observations and models of 
rocky exoplanets.  

Planets that receive high doses of UV radiation are generally considered to be less promising 
candidates in the search for life. During M-star flares, the UV flux on a planet in the HZ can 
increase by up to two orders of magnitude, dramatically increasing the planet’s surface radiation 
environment (e.g., Segura et al. 2010). In spite of the periodically high UV fluxes, several teams 
have made the case that planets in the HZ of M stars can remain habitable (e.g., Heath et al. 1999, 
Buccino et al. 2006, Scalo et al. 2007, Segura et al. 2010, O’Malley-James & Kaltenegger 
2017a,b).  

On Earth, biological mechanisms such as protective pigments and DNA repair pathways can 
prevent or mitigate radiation damage. Additionally, subsurface environments can reduce the 
intensity of radiation reaching an organism (e.g., Ranjan & Sasselov 2016). Life that is 
constrained to habitats underwater or beneath a planet’s surface may not be detectable remotely. 
However, another possible response of the biosphere is detectable, photoprotective 
biofluorescence, in which protective proteins absorb harmful UV wavelengths and re-emit them 
at longer, safer wavelengths. This could be an alternative UV protection mechanism that 
generates additional visible flux coupled to the incoming stellar UV. On Earth, evidence suggests 
that some coral species use photoprotective biofluorescence as a mechanism to reduce the risk of 
damage to symbiotic algae, which provide the coral with energy (e.g., O’Malley-James & 
Kaltenegger 2017a): Fluorescent proteins in corals absorb blue and UV photons and re-emit them 
at longer wavelengths. For planets orbiting active stars, using such a defense mechanism would 
not only allow life to still use the surface environment but also generate a new detectable 
biosignature. Such a signal could be comparable in strength to reflection of vegetation on Earth, 
but unlike vegetation reflection that is a specific fraction of the incoming visible light, 
biofluorescence would temporarily generate additional visible planetary flux. It could be a strong 
temporal biosignature on planets orbiting, for example, active M stars, like Proxima Centauri. 
The resulting UV flare–induced biofluorescence could even uncover normally hidden biospheres 
during a flare.  

 
5.6. DAILY LIGHT CURVES  
Daily changes in surface reflectivity or IR flux could identify different surface features, like 
continents and oceans, for cloud-free planets (e.g., Ford et al. 2001, Gaidos & Williams 2004). 
On a cloud-free Earth, the diurnal flux variation in the visible spectrum caused by different 
surface features rotating in and out of view could be high, but only if a planet exhibits 
hemispheric inhomogeneity. In principle, principal component analysis of time variations in the 
multiband light curves for Earth could distinguish terrains with significantly different reflectivity, 
including oceans, clouds, and land surface (e.g., Fujii et al. 2011, Gomez-Leal et al. 2012, Cowan 
& Strait 2013). Different dynamics regimes on exoplanets will influence whether such techniques 
are possible, but with large telescopes and high temporal multiband observations, exoplanet 
characterization will become even more intriguing.  

When a planet is only partially illuminated, a more concentrated signal from surface features 
could be detected as they rotate in and out of view on a cloudless planet. However, the overall 
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detectable signal in reflected light decreases significantly if only a small part of the planet’s lit 
surface is seen, making this an effect that can only be addressed with future telescopes that can 
collect enough light when only seeing a small fraction of the planet’s surface. One such proposed 
signature is an ocean glint (e.g., Williams & Gaidos 2008, Robinson et al. 2014). False positives 
for such an ocean glint could be generated depending on a planet’s obliquity (Cowan et al. 2012).  
 
5.7. HOW CLOUDS CHANGE THE PICTURE  
Surface features can only be detected if the planet’s atmosphere is transparent and the surface 
reflects the incoming light. For planets with greater land and vegetation coverage as well as less 
cloud coverage than Earth, detection of surface features would become easier. With greater cloud 
coverage and less surface coverage, detection would become harder. The depth of spectral 
features in reflected light is dependent on the abundance of a chemical as well as the incoming 
stellar radiation at that wavelength. In thermal emission, the depth of spectral features depends on 
the abundance of a chemical as well as the temperature difference between the emitting/absorbing 
layer and the continuum radiation of the planet.  

The height and other properties of the cloud (or hazes) will influence whether the 
atmospheric signatures will be easier or harder to detect (e.g., Kaltenegger et al. 2007, Rauer et al. 
2011, Zsom et al. 2012, Rugheimer et al. 2013, 2015b, Arney et al. 2016). High-reflectivity 
clouds increase the reflectivity of an Earth-like planet in the visible to near IR substantially and 
therefore can increase the equivalent width of all observable features even though they block 
access to some of the lower atmosphere. In the IR, these clouds influence the continuum emission 
of the planet, making some features easier to detect and some harder, depending at what 
temperature they absorb or emit compared to the continuum temperature. Clouds influence a 
planet’s climate and can also shift the limits of the HZ as discussed above (see e.g. Kopparapu et 
al. 2014).  

Earth, Venus, and to a small extent Mars all have clouds; therefore, we expect that exoplanets 
in the HZ also harbor clouds in their atmospheres. Highly reflective surfaces like clouds, or ice 
and snow, increase the brightness of an Earth-like planet in the visible to NIR and decrease its 
thermal flux due to a lower emitting temperature, making frozen or cloudy planets easier to detect 
at visible wavelengths.  

Exploring surface features of Earth-like planets becomes possible if either no significant 
cloud cover exists on an exoplanet or the SNR of each observation is sufficiently high to remove 
the cloud contribution from the overall detected signal (e.g., Palle et al. 2008, Cowan et al. 2009, 
Fujii et al. 2011) assuming that the clouds move and their movement is not linked to surface 
rotation. Several observations per rotation period would be needed to distinguish clouds from 
surface features that are bound to the rotation of the planet (Palle et al. 2008); the same study 
showed that using this approach, one could retrieve the planetary rotation rate. These results are 
intriguing. However, giving enough SNR to peer at the surface of partially cloud-covered 
habitable planets will require telescopes more powerful than the James Webb Space Telescope ( 
JWST) and the ELTs.  

 
5.8. EVOLUTION OF BIOMARKERS OVER GEOLOGICAL TIME ON EARTH  
Observations of terrestrial exoplanet atmospheres will occur for planets at different stages of 
geological evolution. Earth’s atmosphere has experienced dramatic evolution over 4.5 Gyr (e.g., 
Ribas et al. 2005, Zahnle et al. 2008). As discussed in Section 2.3, a star brightens with time; 
therefore, early Earth only received approximately 70% of the current solar irradiation when it 
was formed, which increased gradually over time as the Sun brightened. Such low solar irradiant 
flux should have led to subfreezing global temperatures for the first 1–2 Gyr assuming an 
atmospheric composition similar to that for the present day. In spite of this, temperatures must 
have been higher under the less luminous Sun, or geological records would show a frozen young 
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Earth. This apparent conundrum is what is often deemed the faint young Sun paradox (e.g., Sagan 
& Mullen 1972, Goldblatt & Zahnle 2011, Kasting 2010).  

Geological records show that Earth’s atmosphere changed significantly over geological time, 
balancing the lower initial solar irradiance (reviewed in Kasting & Catling 2003). Therefore, 
Earth’s spectrum also changed throughout its geological evolution due to variations in chemical 
makeup, temperature structure, and surface morphology over time. 

Earth’s spectra at different geological stages (e.g., Pavlov et al. 2000, Schindler & Kasting 
2000, Selsis 2000, Traub & Jucks 2002, Segura et al. 2003, Meadows et al. 2005, Kaltenegger et 
al. 2007, Domagal-Goldman et al. 2011, 2014, Arney et al. 2016) provide additional data points 
for comparison with potentially habitable exoplanets. At approximately 2.3 Ga, oxygen and 
ozone became abundant, affecting the atmospheric absorption component of the spectrum 
significantly. The rise of oxygen made the biosignature pair of oxygen or ozone in combination 
with a reduced gas, methane, detectable in the IR and NIR (Kaltenegger et al. 2007).  

 
Figure 11 Changes in Earth’s 
atmospheric composition 
through geological times 
influence its spectrum: (a) 
visible to NIR, and (b) IR 
spectral features on an Earth-
like planet show considerable 
changes. Emergent visible to 
IR spectra of Earth at six major 
developmental epochs during 
its geological evolution from a 
CO2-rich (3.9 Ga) to a 
CO2/CH4-rich atmosphere (2 
Ga) to a present-day 
atmosphere (modern Earth). 
Bold lines show spectral 
resolution (λ/Δλ) of 80 (visible 
to NIR) and 25 (IR), and high-
resolution spectra are depicted 
in light gray. Abbreviations: 
IR, infrared; NIR, near-
infrared. Data from 
Kaltenegger et al. (2007). 
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Figure 11
Changes in Earth’s
atmospheric
composition through
geological times
influence its spectrum:
(a) visible to NIR, and
(b) IR spectral features
on an Earth-like planet
show considerable
changes. Emergent
visible to IR spectra of
Earth at six major
developmental epochs
during its geological
evolution from a
CO2-rich (3.9 Ga) to a
CO2/CH4-rich
atmosphere (2 Ga) to a
present-day
atmosphere (modern
Earth). Bold lines
show spectral
resolution (λ/!λ) of
80 (visible to NIR) and
25 (IR), and
high-resolution
spectra are depicted in
light gray.
Abbreviations: IR,
infrared; NIR,
near-infrared.
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The spectrum of the Earth has exhibited a strong IR signature of ozone and a weaker 
signature for methane in the IR for more than 2 Gyr (Figure 11), and a strong visible signature of 
O2 combined with a weak NIR signal for methane for an undetermined period of time between 2 
and 0.8 Ga (Figure 11), depending on the required depth of the band for detection and also the 
actual evolution of the O2 level. This difference is due to the fact that a saturated ozone band 
already appears at very low O2 levels (10−4 ppm), whereas the oxygen line remains unsaturated at 
values below current levels (Leger et al. 1993, Segura et al. 2003). In addition, the stratospheric 
warming decreases with the abundance of ozone, making the IR O3 feature deeper because of the 
increased temperature difference between the surface-cloud continuum and the ozone layer. The 
methane features are more pronounced at earlier epochs in both the IR and NIR spectra. CH4 
shows weaker detectable signatures in the NIR and IR throughout geological evolution. For the 
past 450 Myr, an extensive land plant cover generated a shallow red chlorophyll edge in the 
reflection spectrum of our planet (as discussed in Section 5.7).  

Figure 11 shows emergent visible and IR spectra models of Earth at six major developmental 
epochs during its geological evolution (Kaltenegger et al. 2007). The atmospheres shown in 
Figure 11 correspond to a prebiotic Earth model at 3.9 Ga and 3.4 Ga, a model atmosphere for 
the early rise of oxygen at 2.4 Ga and 2.0 Ga, moderate to current levels of oxygen at 0.8 Ga, and 
modern Earth, respectively, and show that different atmospheric signatures are observable 
through Earth’s evolution.  

As shown in Figure 11, the presence on Earth of biogenic gases such as O2/O3 in 
combination with CH4 should have been detectable remotely since approximately 2 Ga in the IR 
(with a resolution of 25) and between 0.8 and 2 Ga in the visible (with a resolution of 100) 
spectra, depending on the oxygen buildup (Kaltenegger et al. 2007). These features imply the 
presence of an active biosphere, although their absence does not necessarily imply the absence of 
life, as shown by its evolution on our planet. Life existed on Earth before the interplay between 
oxygenic photosynthesis and carbon cycling produced an oxygen-rich atmosphere, but it did not 
leave a unique, remotely observable signature.  

If an extrasolar planet were found with a corresponding spectrum, we could use the 
evolutionary stages of our planet to characterize it in terms of habitability and the degree to which 
it showed signs of life. Discussions about the exact levels of oxygen through geological time are 
ongoing (see, e.g., Holland 2006, Lyons et al 2014, Planavsky et al. 2014). We can learn about 
the evolution of our own planet’s atmosphere and possibly the environment needed for the 
emergence of life by observing exoplanets in different evolutionary stages.  

 
5.9. EARTH’S SURFACE ULTRAVIOLET ENVIRONMENT THROUGH GEOLOGICAL TIME FOR 
DIFFERENT HOST STARS  
Depending on the intensity, UV radiation can be both useful and harmful to life as we know it: 
UV radiation from 180 to 300 nm can inhibit photosynthesis and cause damage to DNA and other 
macromolecules (Voet et al. 1963, Matsunaga et al. 1991, Tevini 1993, Kerwin & Remmele 
2007). explore how much UV flux reached the surface of Earth. However, these same 
wavelengths also drive several reactions thought necessary for the origin of life (e.g., Senanayake 
& Idriss 2006, Ritson & Sutherland 2012, Ranjan & Sasselov 2016). Models of the UV surface 
environments for atmospheres that correspond to geological epochs throughout Earth’s evolution 
(Segura et al. 2005b, Rugheimer et al. 2015b, Arney et al. 2016). 

Figure 12 shows model surface UV flux for three epochs of Earth’s history: a prebiotic 
Earth model at 3.9 Ga, a model atmosphere for the early rise of oxygen at 2.0 Ga, and modern 
Earth (see Rugheimer et al. 2015b for details).  
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Figure 12 Stellar and model 
surface UV flux for (a) Sun–
Earth for three geological 
epochs show how the UV 
environment changed 
throughout Earth’s history 
from a prebiotic Earth (3.9 Ga) 
to a low-oxygen environment 
(2.0 Ga) to modern Earth. (b) 
Using outgassing rates for the 
Earth model through 
geological times for planets 
that orbit different host stars 
shows how the surface UV 
environment changes due to 
the host star. Data from 
Rugheimer et al. (2015b).  

 
 
 
 
 
 
 
 

For prebiotic atmospheric models, a significant portion of the high-energy, incident UV-C 
flux reached Earth’s surface. With higher ozone concentration in the atmosphere, that value 
decreases. Hazes or a layer of water or soil can shield life from UV radiation (Cockell 1998, 
Cnossen et al. 2007, Arney et al. 2016, Ranjan & Sasselov 2016). Recent studies have explored 
how much UV flux life would have to cope with on the surface of Earth-like planets orbiting 
other host stars for atmospheres corresponding to Earth’s geological evolution (Rugheimer et al. 
2015b, O’Malley-James & Kaltenegger 2017b).  
 
5.10. BIOSIGNATURES FOR PLANETS ORBITING DIFFERENT HOST STARS  
The UV environment of a host star dominates the photochemistry, which influences the resulting 
atmospheric constituents and biosignatures for terrestrial planets (e.g., Selsis et al. 2002, Segura 
et al. 2003, 2005, Grenfell et al. 2007, Rauer et al. 2011, Hedelt et al. 2013, Rugheimer et al. 
2013, 2015b, Tian et al. 2014, Domagal-Goldman et al. 2014). The strength of the atmospheric 
absorption features varies significantly between planets orbiting different host stars with spectral 
types for both transmission (Figure 13) and emergent (Figure 14) spectra because the SED of the 
host star influences the atmospheric chemical makeup of an Earth-like planet. Features like CH4 
and CH3Cl should be easier to detect for Earth-analog planets around cool host stars (see, e.g., 
Segura et al. 2003, Rauer et al. 2011, Rugheimer et al. 2013, 2015a,b). 

To date, few observations exist in the UV region for M dwarfs. The Hubble UV program to 
observe active M dwarfs, MUSCLES (Measurements of the Ultraviolet Spectral Characteristics 
of Low-mass Exoplanetary Systems; France et al. 2013, Youngblood et al. 2016), has expanded 
our knowledge of the effect of M-star spectra on atmospheric models and biosignature detection 
significantly even though it only targeted six stars. Further UV spectra for cool stars are critical to 
explore their influence on detectable biosignatures.  

In the visible to NIR spectra, the strongest atmospheric features from 0.4 to 4 µm for Earth-
like planets orbiting F- to M-type stars are O3 at 0.6 µm, O2 at 0.76 µm, H2O at 1.9 µm, and CH4 
at 1.7 µm, as shown in Figure 13. 
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Figure 12
Stellar and model surface UV flux for (a) Sun–Earth for three geological epochs show how the UV
environment changed throughout Earth’s history from a prebiotic Earth (3.9 Ga) to a low-oxygen
environment (2.0 Ga) to modern Earth. (b) Using outgassing rates for the Earth model through geological
times for planets that orbit different host stars shows how the surface UV environment changes due to the
host star. Data from Rugheimer et al. (2015b).

5.3. Biosignatures and False Positives
The discussion about biosignatures in the literature is lively (for recent reviews, see, e.g., Kasting
et al. 2014, Harman et al. 2015, Seager et al. 2016). Expanding sets of parameters are being
explored for atmospheric models to assess which biosignatures could accumulate in a certain
planetary environment and whether false positives could be produced by abiotic processes.

5.4. Oxygen Alone as a Sign of Life?
Owen (1980) suggested searching for O2 as a tracer of life. Present-day Earth’s atmosphere consists
of 21% oxygen. Oxygen is a reactive gas with a short atmospheric lifetime on Earth. Oxygenic
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Figure 13 (a) Effective heights: 
Earth (black) compared with a 
super-Earth with three times 
Earth’s gravity (green) around the 
Sun. (b) Comparison of 
atmospheric transmission of an 
Earth-analog planet around the Sun 
(black), the active M3.5V star AD 
Leo (red), and two inactive M-star 
models, M5V (blue), and M7V 
(magenta). Data from H. Rauer, 
DLR.  
 
 
 
 
 
 
 
 

The depth of the H2O absorption features increases for planets orbiting cool stars due to their 
increased H2O abundance. The depth of the CH4 absorption feature increases with decreasing 
stellar Teff  due to the increase in CH4 abundance. Whether O2 can be observed at lower 
concentrations in emergent spectra will depend largely on clouds, with possible degeneracies 
between O2 concentration and percent cloud cover. The relative depth of the O2 feature at 0.76 
µm is increasingly difficult to detect in reflected light of later M dwarfs owing to low stellar 
fluxes in that wavelength region.  

In the IR, the strongest atmospheric features from 4 to 20 µm for Earth-like planets orbiting 
F- to M-type stars are O3 at 9.6 µm, CO2 at 15 µm, H2O at 6.4 µm, and CH4 at 7.7 µm, as shown 
in Figures 9 and 13. In emergent and transmission spectra, the CH4 feature is prominent in the 
planetary spectra around cool stars owing to high CH4 abundance in low-UV environments. N2O 
builds up to observable concentrations in planetary models around M dwarfs with low UV flux. 
CH3Cl could also become detectable, depending on the depth of the overlapping features. In 
emergent flux spectra, the depth of the O3 feature decreases for hotter stars, despite increasing O3 
abundance, owing to lower contrast between the continuum and absorption layer temperatures. O3 
appears in emission for Teff ≥ 6,500 K because of the lower continuum temperature  

The observability of the biosignature gases, O2/O3 in combination with CH4, reduces with 
increasing cloud cover and increases with planetary age for MS host stars from F0 to M8 
(Rugheimer et al. 2013). Figure 13 also shows the model transmission spectra of a present-day 
Earth-analog planet compared with a super-Earth with three times Earth’s gravity (Rauer et al. 
2011), in which the increased gravity of a super-Earth in these models compresses the effective 
height of the planet’s atmosphere, making spectral features for an Earth-analog super-Earth 
potentially challenging to detect. However, if the outgassing rates per surface area in the model 
are kept constant while the surface pressure increases with gravity, the effective height of super-
Earth atmospheric features would also be similar to that of Earth-analog planets (Kaltenegger et 
al. 2009). If the surface pressure does not scale with gravity but is lower, then the effective height 
due to atmospheric features on super-Earths would be larger and easier to detect.  
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Figure 13
(a) Effective heights: Earth (black) compared with a super-Earth with three times Earth’s gravity (green) around the Sun. (b) Comparison
of atmospheric transmission of an Earth-analog planet around the Sun (black), the active M3.5V star AD Leo (red), and two inactive
M-star models, M5V (blue), and M7V (magenta). Data from Heike Rauer, Deutsches Zentrum für Luft- und Raumfahrt.

et al. 2003, 2005; Grenfell et al. 2007; Rauer et al. 2011; Hedelt et al. 2013; Rugheimer et al.
2013, 2015b; Tian et al. 2014; Domagal-Goldman et al. 2014). The strength of the atmospheric
absorption features varies significantly between planets orbiting different host stars with spectral
types for both transmission (Figure 13) and emergent (Figure 14) spectra because the SED of
the host star influences the atmospheric chemical makeup of an Earth-like planet. Features like
CH4 and CH3Cl should be easier to detect for Earth-analog planets around cool host stars (see,
e.g., Segura et al. 2003; Rauer et al. 2011; Rugheimer et al. 2013, 2015a,b).

To date, few observations exist in the UV region for M dwarfs. The Hubble UV program to
observe active M dwarfs, MUSCLES (Measurements of the Ultraviolet Spectral Characteristics
of Low-mass Exoplanetary Systems; France et al. 2013, Youngblood et al. 2016), has expanded
our knowledge of the effect of M-star spectra on atmospheric models and biosignature detection
significantly even though it only targeted six stars. Further UV spectra for cool stars are critical
to explore their influence on detectable biosignatures.
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Figure 14 Atmospheric 
features in the (a) visible and 
(b) infrared for Earth-like 
planets orbiting different host 
stars. Data from Rugheimer et 
al. (2013, 2015a). 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

 
6. OUTLOOK  
Our closest star, Proxima Centauri, a cool M5V dwarf only 1.3 pc from the Sun, harbors a planet 
in its HZ (Anglada-Escude et al. 2016). In the close-by TRAPPIST-1 planetary system, three to 
four Earth-size planets orbit in the HZ of its M9V host star only about 12 pc from the Sun (Gillon 
et al. 2017). These two planetary systems already show several interesting targets for the future 
characterization of potentially habitable worlds orbiting neighboring stars.  
 
6.1. COOL RED STARS AS INTERESTING TARGETS  
Cool red stars, M stars, are the most common type of star in the galaxy and make up 75% of the 
stars in the solar neighborhood. They are also excellent candidates for HZ terrestrial planet 
searches due to the increased transit probability, transit frequency, and higher SNR for both 
transit and radial velocity detections at a given planetary size and mass. But they are not just good 
targets for observations; first estimates of the occurrence rate of Earth-sized planets in the HZ 
around cool dwarfs are very high, ranging between 15% and 66% (Table 1), boosting 
speculations that the Universe could be teeming with life on planets orbiting red stars.  

Several potential drawbacks for planets in the HZs of M stars have been discussed, creating a 
lively field of research (e.g., reviewed in Scalo et al. 2007, Shields et al. 2016). One concern is 
that the habitability of planets orbiting M-dwarf stars is complicated by the small orbital distance 
of the HZs of these stars, due to their low stellar luminosities. The strong tidal interaction 
between a planet in the HZ of an M star and its host star will lead to a potentially tidally locked or 
synchronously rotating planet. If other planets exist in the system, synchronous locking is 
unlikely, but the rotation rate of the planet could be reduced due to the tidal locking. This will in 
turn influence the atmospheric dynamics and cloud coverage, and the planet’s ability to generate 
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Atmospheric features in the (a) visible and (b) infrared for Earth-like planets orbiting different host stars.

In the visible to NIR spectra, the strongest atmospheric features from 0.4 to 4 µm for Earth-like
planets orbiting F- to M-type stars are O3 at 0.6 µm, O2 at 0.76 µm, H2O at 1.9 µm, and CH4 at
1.7 µm, as shown in Figure 13. The depth of the H2O absorption features increases for planets
orbiting cool stars due to their increased H2O abundance. The depth of the CH4 absorption
feature increases with decreasing stellar Teff due to the increase in CH4 abundance.

Whether O2 can be observed at lower concentrations in emergent spectra will depend largely
on clouds, with possible degeneracies between O2 concentration and percent cloud cover. The
relative depth of the O2 feature at 0.76 µm is increasingly difficult to detect in reflected light of
later M dwarfs owing to low stellar fluxes in that wavelength region.

In the IR, the strongest atmospheric features from 4 to 20 µm for Earth-like planets orbiting
F- to M-type stars are O3 at 9.6 µm, CO2 at 15 µm, H2O at 6.4 µm, and CH4 at 7.7 µm, as shown
in Figures 9 and 13. In emergent and transmission spectra, the CH4 feature is prominent in
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a strong magnetic field, which could strip its atmosphere. However, even if a planet were 
synchronously rotating, several studies have shown that if the planet has an atmosphere similar to 
that of Earth (1 bar surface pressure) and a body of water, an ocean and/or a substantial 
atmosphere can efficiently transport heat from the day-side to the night (e.g., Joshi 2003, Yang et 
al. 2014). Very slow rotating planets with higher surface pressure could therefore be better 
environments for habitability than planets with lower surface pressures.  

As discussed in Section 2.2, the light of a cooler star is more efficient in heating a planet. 
Surfaces such as ice also reflect less light at longer wavelengths, at which most of the light from a 
cool M star will be emitted, reducing the planetary albedo further. This lowered ice albedo can 
also keep a planet from going into a snowball state, due to the reduced effectiveness of the ice 
albedo feedback on such a planet (e.g., Joshi & Haberle 2012, Shields et al. 2013, Von Paris et al. 
2013), potentially increasing the stability of its climate. Note that this effect will not extend the 
limits of the HZ outward, because at the edges of the HZ, the albedo of a planet is dominated by 
the atmosphere not by the surface. 

 One serious concern is the activity of the host star. X-ray and EUV flare activity can occur 
up to 10–15 times per day, and typically 2–10 times, for young M dwarfs (France et al. 2013, 
Cuntz & Guinan 2016), which increases atmospheric erosion on close-in planets. This should in 
turn result in higher fluxes of UV radiation reaching the planet’s surface and, potentially, a less 
dense atmosphere (e.g., Lammer et al. 2007). In addition, planets in the HZs of M stars are 
subject to stellar particle fluxes that are orders of magnitude stronger than those in the solar HZ 
(Cohen et al. 2014) and could erode the planet’s protective ozone shield as well as some of the 
atmosphere. M stars also remain active for longer periods of time than the Sun (e.g., West et al. 
2011), making the surface of planets around an active M star a potentially highly irradiated 
environment, depending on the atmospheric composition. Life could shelter subsurface on such 
planets, for example, in an ocean, which would make it harder to detect remotely. If 
photosynthetic life developed on a highly UV-irradiated planet, it could employ UV defenses, 
such as living under soil layers or underwater. However, there may be other detectable surface 
biosignatures that would be associated with high-UV surface environments. Some biological UV-
protection methods, such as biofluorescence, could make such a biosphere detectable (O’Malley-
James & Kaltenegger 2017a).  

The question of a planet’s habitability is also linked to its ability to acquire and retain water. 
Arguments against M-star planet habitability focused on the difficulty that planetesimals in M-
star HZs would have in acquiring volatiles. This was attributed either to higher orbital speeds, 
leading to more energetic collisions with other bodies (Lissauer 2007), or to starting out dry 
because of inefficient radial mixing, and so fewer volatile-rich planetesimals from greater 
distances would be accreted (Raymond et al. 2007). These concerns have been questioned by, for 
example, the in situ accretion model of Hansen (2014), which predicts that gatekeeper 
planetesimals may be large enough to reduce collisional velocities, allowing M-star planets to 
acquire many hundreds of times Earth’s surface water endowment. As mentioned in Section 2.2, 
accreting planets that are later located in the MS HZ orbiting host stars of stellar type K5 and 
cooler receive stellar fluxes that exceed the runaway greenhouse threshold, and thus may lose a 
substantial part of the water initially delivered to them (Ramirez & Kaltenegger 2014, Luger & 
Barnes 2015). Therefore, M-star planets in the HZ need to initially accrete more water than Earth 
did or, alternatively, have additional water delivered later to remain habitable.  

 
6.2. A CLOSE-BY TEST CASE – PROXIMA B 
Our closest neighboring star, Proxima Centauri, is an active M5 star that currently experiences 
intense flares every 10–30 hours (Cincunegui et al. 2007) and shows a radial velocity signal that 
indicates a terrestrial 1.3-M⊕ planet in its HZ at an 11.7-day orbit (Anglada-Escude et al. 2016). It 
receives a stellar flux equivalent to approximately 0.65 times the solar flux on Earth. However, 
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Proxima Centauri is a flare star that flares strongly. Proxima b receives 30 times more EUV than 
Earth and 250 times more X-ray radiation (Ribas et al. 2016). Without further observational 
constraints, a variety of atmospheres are possible for Proxima b (e.g., Meadows et al. 2016, Ribas 
et al. 2016, Turbet et al. 2016).  

Given the proximity of Proxima b to its host star, these EUV and X-ray fluxes place Proxima 
b’s atmosphere at risk of significant erosion. In the absence of a strong planetary magnetic field, 
the result would be a thinner atmosphere and/or lower atmospheric ozone levels, which would 
allow more of Proxima Centauri’s UV flux to reach the planet’s surface. These conditions make 
Proxima b a very interesting planet, because if we were to find life on such a planet, it would 
prove the universal tenacity of life.  
 
6.3. FUTURE MISSIONS: A SHORT PREVIEW  
The favorable contrast ratio between a cool host star and its potentially habitable rocky planet 
makes such planets interesting targets for upcoming ground- and space-based observations. Near 
future all-sky survey missions like the Transiting Exoplanet Survey Satellite (TESS) to be 
launched in 2018 (Ricker et al. 2014) and precision photometry survey instruments like the 
PLAnetary Transits and Oscillations of stars (PLATO) to be launched in 2024 (Rauer et al. 2014) 
as well as the European CHaracterising ExOPlanets Satellite (CHEOPS) to be launched in 2018 
(Fortier et al. 2014) are expected to provide further data and insight into the characteristics and 
occurrence rate of small planets around nearby and bright stars. CHEOPS will look for transits of 
already-detected RV exoplanets for which the mass is known.  

TESS will survey the whole sky to identify transiting exoplanets around nearby and bright 
stars, including terrestrial exoplanets in the HZ of cool stars. It will be sensitive enough to 
identify HZ planet candidates around a large number of nearby low-mass stars (Teff ≤ 4,000 K; 
late M and early K stars) for future ground- and space-based characterization. TESS is expected 
to find hundreds of 1.25–2-R⊕ planets and tens of Earth-sized planets, with a handful (<20) of 
these planets in the HZ of their host stars (Sullivan et al. 2015). CHEOPS could also observe 
selected TESS targets in addition to known RV planets to provide a longer observation baseline 
for selected targets. For transiting terrestrial planets around the closest stars, the JWST scheduled 
for launch in late 2018 (e.g., Gardner et al. 2006, Clampin et al. 2009, Deming et al. 2009, 
Kaltenegger & Traub 2009, Barstow & Irwin 2016) as well as upcoming ground-based telescopes 
(e.g., Broeg et al. 2013, Snellen et al. 2013, Rodler & Lopez-Morales 2014) might be able to 
detect biosignatures in a rocky planet’s atmosphere.  

Space mission concepts to characterize Earth-like planets are currently being designed, for 
example, by NASA’s science and technology definition teams, but no concept has been selected 
yet. Different concepts like star shades, coronagraphs, or large stable UV to VIS and IR 
telescopes are designed to take spectra of extrasolar planets with the ultimate goal of remotely 
detecting atmospheric signatures to characterize nearby super-Earths and Earth-like planets, 
enable comparative planetology beyond our Solar System, and search for signs of life on other 
worlds.  

 
6.4. DATABASE OF EXOPLANET SPECTRA  
The first detections of EGP spectra are already giving us a glimpse into the fascinating diversity 
of extrasolar planets. Rocky exoplanets show a wide range of properties (Figure 1). We are 
learning how to retrieve parameters like molecular abundance from transiting as well as directly 
imaged EGPs and mini-Neptunes, with the intention to use these methods on rocky planets when 
their spectra become available with the next generation of space- and ground-based telescopes.  

We use models based on Earth as a Rosetta stone to explore how we could detect habitats 
outside our Solar System orbiting their host stars or planets. Other rocky bodies in our Solar 
System, especially Mars and Venus, help establish some boundaries on habitable conditions and 
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inform atmospheric models for very different stellar irradiance than Earth’s. One-dimensional 
models that model a planet’s disk-integrated properties can explore a wide parameter range of 
environments. Atmospheres of extrasolar planets will allow us to explore different planetary 
environments remotely. A spectral database for a wide range of habitable world models (see, e.g., 
the freely available spectral database at http://carlsaganinstitute.org/data) can inform initial 
observation strategies and interpretation of observations. Such models will be refined once 
observed spectra are available, helping us understand what environments we are observing.  

For very different planetary conditions, it is important to combine the broad-parameter space 
exploration of 1D models with modified 3D models that eliminate empirical parameters derived 
for Earth’s atmosphere in favor of the underlying physics that can be scaled to other exoplanets 
(as shown for the HZ boundaries). Such 3D models are needed to inform where simplified 1D 
models can be used and where 3D models are needed, as for very slow rotating planets that could 
develop a very different cloud structure or thin atmospheres that might not transfer heat 
efficiently to the night side of a planet. Even though most parameters of potentially habitable 
extrasolar planets are still unknown, modeling a large grid of planetary environments and their 
detectable spectra already allows us to explore which parameters will influence remotely 
detectable features. Only the planetary parameters, which change the observable spectrum, can be 
constrained with remote observations.  

Finding thousands of exoplanets has taken the field of comparative planetology beyond the 
Solar System. We know that planets orbiting other stars are common. The Kepler data show that 
approximately every fifth star hosts at least one rocky planet in its HZ. We have also already 
identified the first few dozen host stars of such planets. Determining how to identify habitable 
environments remotely is the next challenge. Such remotely detectable spectra will give us 
insights into how bodies that may be able to sustain habitable conditions, like Earth, evolve and 
what conditions allow for the origins of life.  

 
7. SUMMARY  
The search for rocky planets has revealed a fascinating diversity of worlds, and with the 
upcoming generation of telescopes like the JWST and the E-ELTs, we should be able to explore 
such worlds remotely. We can probe for signs of life, pushing the limit of technical capabilities. 
Any information we collect on habitability is embedded in a context that allows us to interpret 
what we find and to test and refine 1D and 3D atmospheric models. To search for signs of life, we 
need to understand how an observed atmosphere physically and chemically works. Observations 
of rocky exoplanets will give us insights into these fundamental questions, improving our 
understanding of how habitable worlds function.  

The emerging field of extrasolar planetary search has shown an extraordinary ability to 
combine research from astrophysics, chemistry, biology, and geophysics in a new and exciting 
interdisciplinary approach to understand our place in the Universe. And at the limit of technical 
capability, using Earth as a Rosetta stone for habitable planets, it might soon revolutionize our 
worldview again with the detection of signs for habitability on other worlds. In a few years, we 
may have the first spectra for rocky exoplanets in the HZ of their host stars and will be able to 
start comparative planetology beyond the Solar System with dozens to hundreds of potential 
habitable worlds.  
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