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Introduction

Einstein’s equation
Gu =8nGTyy (1.1)

presents a complicated system of non-linear partial differential equations of up to
second order for the space-time metric g,;. As a tensorial equation, it determines the
structure of space-time in a covariant and coordinate-independent way. Nevertheless, coor-
dinates are often chosen to arrive at specific solutions, and the Einstein tensor is split into
its components in the process. In component form, one then notices that some of the
equations are of first order only; they do not appear as evolution equations but rather as
constraints on the initial values that can be posed for the second-order part of Einstein’s
equation. Moreover, some components of the metric do not appear as second-order deriva-
tives at all.

Physically, all these properties taken together capture the self-interacting nature of the
gravitational field and its intimate relationship with the structure of space-time. Einstein’s
equation is not to be solved on a given background space-time, its solutions rather determine
how space-time itself evolves starting with the structure of an initial spatial manifold.
General covariance allows one to express solutions in any coordinate system and to relate
solutions based only on different choices of coordinates in consistent ways. Consistency is
ensured by properties of the first-order part of the equation, and coordinate redundancy by
the different behaviors of metric components. All these properties are thus crucial, but they
make the theory rather difficult to analyze and to understand.

Instead of solving Einstein’s equation just as one set of coupled partial differential
equations, the use of geometry provides important additional insights by which much
information can be gained in an elegant and systematic way. There is, first, space-time
itself which is equipped with a Riemannian structure and thus encodes the gravitational
field in a geometrical way. Geometry allows many identifications of observable space-
time quantities, and it provides means to understand space-time globally and to arrive at
general theorems, for instance regarding singularities. These structures can be analyzed
with differential geometry, which is provided in most introductory textbooks on general
relativity and will be assumed at least as basic knowledge in this book. (More advanced



2 Introduction

geometrical topics are provided in the Appendix.) We will be assuming familiarity with the
first part of the book by Wald (1984), and use similar notations.

In addition to space-time, also the solution space to Einstein’s equation, just like the
solution space of any field theory, is equipped with a special kind of geometry: symplectic
or Poisson geometry as the basis of canonical methods. General properties of solution
spaces regarding gauge freedom, as originally analyzed by Dirac, are best seen in such
a setting. In this book, the traditional treatment of systems with constraints following
Dirac’s classification will be accompanied by a mathematical discussion of geometrical
properties of the solution spaces involved. With this combination, a more penetrating view
can be developed, showing how natural several of the distinctions made by Dirac are from
a mathematical perspective. In gravity, these techniques become especially important for
understanding the solutions of Einstein’s equation and their relationships to each other
and to observables. They provide exactly the systematic tools required to understand the
evolution problem and consistency of Einstein’s equation and the meaning of the way
in which space-time structure is described, but they are certainly not confined to this
purpose. Canonical techniques are relevant for many applications, including cosmology
of homogeneous models and perturbations around them, and collapse models of matter
distributions into black holes. Regarding observational aspects of cosmology, for instance,
canonical methods provide systematic tools to derive gauge-invariant observables and their
evolution. Finally, canonical methods are important when the theory is to be quantized to
obtain quantum gravity.

We will first illustrate the appearance and application of canonical techniques in gravity
by the example of isotropic cosmology. What we learn in this context will be applied to
general relativity in Chapter 3, in which the main versions of canonical formulations — those
due to Arnowitt, Deser and Misner (ADM) (2008) and a reformulation in terms of Ashtekar
variables — are derived. At the same time, mathematical techniques of symplectic and
Poisson geometry will be developed. Applications at this general level include a discussion
of the initial-value problem as well as an exhibition of canonical methods and their results
in numerical relativity. Canonical matter systems will also be discussed in this chapter.

Just as one often solves Einstein’s equation in a symmetric context, symmetry-reduced
models provide interesting applications of the canonical equations. Classes of these models,
general issues of symmetry reduction, and perturbations around symmetric models are the
topic of Chapter 4. The main cosmological implications of general relativity will be touched
upon in the process. From the mathematical side, the general theory of connections and
fiber bundles will be developed in this chapter. Spherically symmetric models, then, do not
only provide insights about black holes, but also illustrate the symmetry structures behind
the canonical formulation of general relativity (in terms of Lie algebroids).

Chapter 5 does not introduce new canonical techniques, but rather, shows how they
are interlinked with other, differential geometric methods often used to analyze global
properties of solutions of general relativity. These include geodesic congruences, singularity
theorems, the structure of horizons, and matching techniques to construct complicated
solutions from simpler ones. The class of physical applications in this chapter will mainly
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be black holes, regarding properties of their horizons as well as models for their formation
in gravitational collapse.

Chaper 6 then provides concluding discussions with a brief, non-exhaustive outlook on
the application to canonical quantum gravity. This topic would require an entire book for
a detailed discussion, and so here we only use the final chapter to provide a self-contained
link from the methods developed in the main body of this book to the advanced topic of
quantum gravity. Several books exist by now dedicated to the topic of canonical quantum
gravity, to which we refer for further studies.

This book grew out of a graduate course on “Advanced Topics in General Relativity”
held at Penn State, taking place with the prerequisite of a one-semester introduction to
general relativity that normally covers the usual topics up to the Schwarzschild space-time.
In addition to extending the understanding of Einstein’s equation, this course has the aim
to provide the basis for research careers in the diverse direction of gravitational physics,
such as numerical relativity, cosmology and quantum gravity. The material contained in
this book is much more than could be covered in a single semester, but it has been included
to provide a wider perspective and some extra background material. If the book is used for
teaching, choices of preferred topics will have to be made. The extra material is sometimes
used for independent studies projects, as happened during the preparation of this book.

I am grateful to a large number of colleagues and students for collaborations and explo-
rations over several years, in particular to Rupam Das, Xihao Deng, Golam Hossain,
Mikhail Kagan, George Paily, Juan Reyes, Aureliano Skirzewski, Thomas Strobl, Rakesh
Tibrewala and Artur Tsobanjan, with whom I have worked on issues related to the mater-
ial in this book. Finally, I thank Hans Kastrup for having instilled in me a deep respect
for Hamiltonian methods. One of the clearest memories from my days as a student is a
homework problem of a classical-mechanics class taught by Hans Kastrup. It was about
Hamilton—Jacobi methods, epigraphed with the quote “Put off thy shoes from off thy feet,
for the place whereon thou standest is holy ground.”
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Isotropic cosmology: a prelude

Cosmology presents the simplest dynamical models of space-time by assuming space to be
homogeneous and isotropic on large scales. This reduces the line element to Friedmann—
Lemaitre—Robertson—Walker (FLRW) form:

ds* = —N(t)*d* + a(t)*do} 2.1
with the spatial line element

dr?
=Tk
of a 3-space of constant curvature. Only this form is compatible with the assumption of
spatial isotropy — the existence of a 6-dimensional isometry group acting transitively on
spatial slices # = const and on tangent spaces — as we will derive in detail in Chapter 4.2.1.
The only free functions are the lapse function N(t) and the scale factor a(t), while the
constant curvature parameter k can take the values zero (spatial flatness), plus one (positive
spatial curvature; 3-sphere) or minus one (negative spatial curvature; hyperbolic space).

Both the lapse function and the scale factor must be non-zero, and can be assumed
positive without loss of generality. The lapse function determines the clock-rate by which the
coordinate t measures time. It can be absorbed by using cosmological proper time' t defined
via dt = N(z)dt, a differential equation for t(¢). With a positive N(¢), t(t) = f N(t)dt is
a monotonic function and can thus be inverted to obtain #(t) to be inserted in a(¢) in the
metric if we want to transform from ¢ to 7.

The scale factor measures the expansion or contraction of space in time. For a spatially flat
model, it can be rescaled by a constant which would simply change the spatial coordinates.
(For models with non-vanishing spatial curvature, the rescaling freedom of coordinates
is conventionally fixed by normalizing k to be +1.) However, unlike N(#) it cannot be
completely absorbed in coordinates while preserving the isotropic form of the line element.
Its relative change such as the Hubble parameter aja or relative acceleration parameters
thus do have physical meaning. They are subject to the dynamical equations of isotropic
cosmological models.

do}? + r3(d9? + sin” 9dg?) (2.2)

! The notion of proper time refers to observers, in the present case to co-moving ones staying at a fixed point in space and
passively following the expansion or contraction of the universe.
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2.1 Equations of motion

The dynamics of gravity is determined by the Einstein—Hilbert action

1
SEH[g] = /d4x ( AV deth + £matter> (2.3)

16w G

where g,, is the space-time metric, Ly @ Lagrangian density for matter and R =
8"Ru, = 8°PR,e° the Ricci scalar. We will later verify that this action indeed produces
Einstein’s equation; see Example 3.7.

2.1.1 Reduced Lagrangian
For an isotropic metric (2.1) it is easy to derive the Ricci scalar:

i a* aN  k
R=6 — — . 2.4
<N2a + N2a%2  aN3 + a2> 24

With detg = —r* sinz(ﬁ)N(t)za(t)6/(1 — kr?) we then have the reduced gravitational
action

, 3Vp s d a aN  k
Seola, N1 = dtN — — 2.5
gl V1] 87 G / . (Nza + N2a? aN?3 + a? 25)

3V, 2
=20 /dt (ﬂ —kaN) (2.6)
8 G N

integrating by parts in the second step. Note that we do not need to integrate over all of
space (and in fact cannot always do so in a well-defined way if space is non-compact)
because the geometry of our isotropic space-time is the same everywhere for constant . An
arbitrary constant Vo := [ drdd®der? sin 9 /+/1 — kr? thus arises after picking a compact
integration region. From now on we will be assuming that V{) equals one, which can always
be achieved by picking a suitable region to integrate over. This identifies the reduced
gravitational Lagrangian as

-2
Lo, = —ﬁ (% _ kaN) . 2.7
Note that it does not depend on the time derivative of the lapse function.

In this derivation, we are commuting the two steps involved in the derivation of reduced
equations of motion: we do not use the full equations of motion that are obtained from
varying the action (as done explicitly in Example 3.7) and then insert a special symmetric
form of solutions, but insert this symmetric form, (2.1), into the action and then derive
equations of motion from variations. There is no guarantee in general that this is in fact
allowed: equations of motion correspond to extrema of the action functional; if the action is
restricted before variation, some extrema might be missed. The reduced action may, in some
cases, not produce the correct equations of motion. In the case of interest here, however,
it is true that one can proceed in this way and we do so because it is simpler. We will
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come back to this problem (called symmetric criticality) from a more general perspective
in Chapter 4.2.2.

2.1.2 Canonical analysis

In the reduced action, our free functions of time are a(¢) and N(¢), which lead to the
canonical variables (a, p,; N, py). Momenta are derived in the usual way as

ILEe 3 aa ILe
grav grav

— e —_— = O . 2.8

DN N (2.8)

Pa

% -GN
Because the Lagrangian does not depend on N, the momentum py vanishes identically
and is not a degree of freedom. Its vanishing rather presents a primary constraint on the
canonical variables and their dynamics. Constraints of this form are associated with gauge
freedom of the action, and py = O corresponds to the freedom of redefining time: as seen
from the line element, N (¢) can be absorbed in the choice of the coordinate 7. It thus cannot
be a physical degree of freedom, and is not granted a non-trivial momentum.
Proceeding with the canonical analysis, we derive the gravitational Hamiltonian

iso . Y iso ZJTGNPZ 3
ngav:apa+NpN_Lgrav:_ 3 a _SJTG

Or, keeping a general matter contribution with Hamiltonian Hyayer and our primary con-
straint, which can be added since it vanishes, we have the total Hamiltonian

kaN . (2.9)

Hyoy = Hyo, + Hise oo + Apy (2.10)

where A(?) is an arbitrary function. This Hamiltonian determines evolution by Hamiltonian
equations of motion

. aHiso
N = —toul — 3 (2.11)
pn
) AHS, 271G p? 3 OH SO,
- _ — Fa k _ matter 212
PN N 3 a 8260 TN 2.12)
9 Hiso 47G Np,
o= Yo _ PO NP (2.13)
apa 3 a
, HS, 271G Np? 3 IHES,
= = _ a4 Nk — —matter 2.14
Pa da 3 a2 8t G da ( )

The first equation, (2.11), tells us again that N(¢) is completely arbitary as a function of
time, for A(¢) remained free when we added the primary constraint to the Hamiltonian. The
second equation, (2.12), implies a secondary constraint because py = 0 must be valid at
all times, and thus py = 0, or

27 G p? 3 AHSS

S matter _ () 2.15
3 a6 T TN @15
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The third equation, (2.13), reproduces the definition (2.8) of the momentum p,, whose
equation of motion (2.14) then provides a second-order evolution equation for a.”

2.1.3 Scalar field

This set of equations for the gravitational variables is accompanied by equations for matter
degrees of freedom, if present, which can be derived analogously from an explicit matter
Hamiltonian. In isotropic cosmology, the only matter source compatible with the exact
symmetries is a scalar field ¢, which in minimally coupled form has an action

1
Sscalar[9] = — / d*xy/—detg <§g’”3u§03uﬁ0 + V(<p)) . (2.16)

(More generally, there can be non-minimal coupling terms to gravity of the form %5 Rg? with
the Ricci scalar R. Any other curvature couplings would require a parameter of dimension
length, which is not available at the classical level; only quantum corrections could provide
extra terms making use of the Planck length £p = +/G%.) For isotropic metrics and spatially
homogeneous ¢, this reduces to the Lagrangian

3
. a .
L = ﬁwz — Na’V(p) (2.17)

which we now analyze canonically.
The scalar has a momentum

aLlSO

~ scalar ag

= — 2.18

Py = 3¢ N ( )
and the Hamiltonian is

. , sz
HE0 (@, pp) = ¢py — LE (@, py) = —= + Na’V(p). (2.19)

Hamiltonian equations of motion are ¢ = 9 Hsgglar /0p, = Npy/ a® which reproduces (2.18)

and
8 HISO
S AL o2

2.1.4 Friedmann equations

In order to bring the equations in more conventional form, we use (2.13) to eliminate p, in
(2.15) and (2.14). In this way we obtain the Friedmann equation

. 2
a k  87G 1 dHS,
(m) tE= T3 5 N @20

2 Had we not chosen to set Vy = 1, the Lagrangian, the momenta, and the Hamiltonian would have remained multiplied with
Vo. In all equations of motion, both sides scale in the same way when Vj is changed; the dynamics is thus independent of the
choice of Vj.
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and the Raychaudhuri equation

(a'/N) — _4JTG i 8Hl'insf(i)ttel' _ 1 aH[il’f;)tter . (2.22)
aN 3 a’ ON Na? da

For the scalar field,’

1 8Hsigglar p?’

— = = 4V 2.23

a’ ON 2a° + Vi) ( )
and

1 8Hsigglar pé
— Thalw _3( vy
Na? da 2ab 2

The first-order Hamiltonian equations of motion for ¢ and p, can be combined to a second-
order equation for ¢, the Klein—-Gordon equation

(p/NY) a ¢ o
N —3mﬁ+vap)_0. (2.24)

2.2 Matter parameters

In a matter Hamiltonian, formulated in canonical variables, any N-dependence arises only
from the measure factor /— det g, and thus the Hamiltonian must be proportional to N.
For a homogeneous space-time, we then have

0 Hinatter 1
=N = 7 Hmaer = E (2.25)
as the matter Hamiltonian measured in proper time, or the energy. (Energy is frame-
dependent, in the case of isotropic cosmology amounting to a reference to N. We will
exhibit the general frame dependence in the full expressions in Chapter 3.6.) Furthermore,

we use the spatial volume V = a® to define the energy density*

E Hmatter
=== 2.26
P= =N (2.26)
and pressure
0E 1 3Hpuer

S L 227
Vv 3Na? da ( )

These quantities, unlike E, are independent under rescaling a or changing the time coordi-
nate. (In an isotropic universe, these two quantities completely determine the stress-energy
tensor

Top = pugup + P(gap + uguty) (2.28)

3 All partial derivatives require the other canonical variables to be held fixed while taking them since these are the independent
variables in Hamiltonian equations of motion. Thus, dp, /da = 0 even though p,,, according to (2.18), appears to depend on a.
However, 0¢/da # 0 because ¢ is not a canonical variable held fixed for 9/9a.

4 With our choice of V, = 1, this is the energy in our integration region divided by the volume of the region. Thanks to
homogeneity, this ratio must be the energy density everywhere.
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in perfect-fluid form, such that p = Tpuu’ and P = T,v°v® where u® = (0/07)* with

u,u® = —1 is the fluid 4-velocity and v“ is a unit spatial vector satisfying v¢u, = 0 and
v, vt = 1.)
Thus, we rewrite the Friedmann and Raychaudhuri equations (2.21) and (2.22) as
a 2+k _ 871G (2.29)
aN 237 '
a/Ny 4nG
@/ =———((p+3P). (2.30)
aN 3

This set of one first- and one second-order differential equation implies, as a consistency

condition, the continuity equation
P
N

One can also derive this equation from the conservation equation of a perfect-fluid stress-

energy tensor.

Notice that these equations only refer to observable quantities, which are the scaling-
independent matter parameters p and P as well as the Hubble parameter

3L p+pP)=0. 2.31)
Na

a

H=— 2.32
N (2.32)
and the deceleration parameter
1/N)- N
- _% , (2.33)
a

There is no dependence on the rescaling of the scale factor in these parameters, nor is there
a dependence on the choice of time coordinate. In fact, all time derivatives appear in the
invariant proper-time form d/dt = N~'d/dr.

Example 2.1 (de Sitter expansion)

If pressure equals the negative energy density, P = —p, the energy density and thus the
Hubble parameter H must be constant in time by virtue of (2.31). This behavior is realized
when matter contributions are dominated by a positive cosmological constant A. In proper
time, we then have the Friedmann equation a = Ha, solved by a = ag exp(HT).

Next to proper time, a parameter often used is conformal time with N = a, making (2.1)
with k = 0 conformally equivalent to flat space-time. In this example, the transformation to
conformal time is obtained as n(t) = [ e "dt = —(Ha(t))~". Thus, the scale factor as
a function of conformal time behaves as a(n) = —(Hn)~'. While proper time can take the
whole range of real values, conformal time must be negative. (None of these coordinates
covers all of de Sitter space with a flat spatial slicing.) A finite conformal-time interval
approaching n — 0 corresponds to an infinite amount of proper time. The divergence of a(n)
forn — 0Qis thus only a coordinate effect but with no physical singularity since no observer,
who must experience proper time in the rest frame, can live to experience the divergence.

2 ¢ for conformal-time

For later use we note the relationships a"/a = 2/n* = 24> = 2H>
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derivatives (denoted by primes) and the conformal Hubble parameter Hoonr = a'/a = a #

H.

In order to solve the equations of isotropic cosmology, an equation of state P(p) must
be known, or matter degrees of freedom subject to additional equations of motion must
be specified. In the preceding example, this was the simple relationship P = —p. More
generally, one may assume a linear relationship P = wp with a constant equation-of-state
parameter w.

Example 2.2 (Perfect fluid)

A perfect fluid satisfies the equation of state P = wp with a constant w. For w = 0, the
fluid is called dust, and for w = 1/3 we have radiation (see Chapter 3.6.3). Solving the
continuity equation (2.31) implies that

p oca 3wt (2.34)

For dust, energy density p oc a™> is thus just being diluted as the universe expands, while
radiation with p o< a=* has an additional red-shift factor. In proper time, N = 1, and for a
spatially flat universe, k = 0, the Friedmann equation (i /a)* o a=3®*V shows that a(t) o
(t — 10)% G for w # —1 and a(t) o exp(v/8TGA/3 1) for w = —1, where the matter
contribution is only from a cosmological constant A = p = — P. In conformal time, N = a,
the Friedmann equation reads (a’/az)2 o a3+ gpd gives a(n) « (n — 1)/ (113w for
w # —1/3.

In the example, we can see the following properties:

1. Deceleration, g > 0, is realized for w > —1 which includes all normal forms of matter.
2. Solutions are in general singular:

(1) a can diverge at finite proper time for w < —1.
(ii) a can vanish at finite proper time for w > —1, which includes in particular dust and radiation.

In both cases, the Ricci scalar diverges and the Friedmann equation ceases to provide a well-
posed initial-value problem. (For the limiting value of w = —1, we have the maximally
symmetric, and thus non-singular, de Sitter space-time of Example 2.1.)

2.3 Energy conditions

In order to distinguish classes of general matter sources, those not necessarily characterized
by a single parameter such as w, with physically and causally reasonable properties one
defines energy conditions which a stress-energy tensor should satisfy:

Weak energy condition, WEC 7,,v°v” > 0 must be satisfied for all timelike v* (which by conti-
nuity implies that it is also satisfied for null vector fields). If this is true, the local energy density
will be non-negative for any observer.

In an isotropic space-time the stress-energy tensor T, = pu,u, + P(gu + u,up) must
be of perfect-fluid form, for which the WEC directly implies that p = T,,u‘u® > 0, and
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Tpv*v? = (o + P)(uav*)? + Pv,v® > 0 gives p + P > 0, since v* can be arbitrarily close to
a null vector.
The WEC requires that w > —1, which still allows singularities.

Dominant energy condition 7,,vv” > 0 and T*v, must be non-spacelike for all timelike v°.
Then, the local energy flow is never spacelike and energy dominates other components of the
stress-energy tensor: T% > |T%| for all a, b. With p > P, the speed of sound dP/dp < 1is no
larger than the speed of light for small p and P.

Strong energy condition, SEC T,,v*v’ > 1T/v"v, for all timelike v* implies timelike conver-
gence: via Einstein’s equation, we then have R,,v*v® > 0 and the expansion of a family of
timelike geodesics never increases. (More details of geodesic families are provided in Chapter 5.)
For v* = u“ the 4-velocity of a perfect fluid, we have p > —%(—p +3P) and thus p +3P >0
which is satisfied for w > —%. The strong energy condition thus rules out accelerated expansion.

For the gravitational force governing an isotropic universe, the energy conditions imply
that gravity is always attractive because the sign of p + 3 P restricts the sign of @ or of ¢
via the Raychaudhuri equation (2.22).

2.4 Singularities

Assuming that the SEC is satisfied, acceleration of an isotropic universe is ruled out, and
singularities are guaranteed. We have seen this in Example 2.2 for specific perfect fluid
solutions, but it can also be shown more generally: we use the Raychaudhuri equation in
proper time in the form

. a\' d a\’ 4G
W = <_> =2_ (_) =———(p+3P)-H*<—H* (2.35)
a a a 3

applying also the Friedmann equation; the last inequality follows from the SEC. Thus, the
Hubble parameter satisfies

a1 > 1 (2.36)
dt H
which for solutions implies that
l—izr—ro. 2.37)
H Ho

If we assume initial values to be such that the universe is contracting at T = 7 and thus
Ho = H(wo) <0,

1 - 1 n

—>—471-7

H ~ Ho
is positive for T > 19 4+ 1/|Hy|. Since 1/H was initially negative and is growing at least
as fast as 1/Hy + © — 79, it must reach zero before the time t; = 1o + 1/|Hol; H diverges
within the finite proper time interval [7g, 71], and then p diverges as per the Friedmann
equation.
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Any isotropic space-time containing matter that satisfies the SEC is thus valid only for
a finite amount of proper time to the future if it is contracting at one time. By the same
arguments, one concludes that an isotropic space-time which is expanding once had a valid
past for only a finite amount of proper time.

One may want specific matter ingredients to avoid the formation of a singularity, which
in an isotropic space-time can only be achieved by a turn-around in a(t), satisfying both
a =0 and a > 0 to guarantee a minimum of @ at some time. The first condition can be
realized for positive spatial curvature, k = 1, and positive energy density p > 0. However,
the SEC does not allow the solution a = 1/3/87 Gp to be a minimum; such a point can only
be the maximum of a recollapsing universe. One has to violate positive-energy conditions
for a minimum, but even this may not be sufficient.

The arguments in this section only apply to isotropic space-times, and initially there
were hopes that non-symmetric matter perturbations may prevent the singularity from a
collapse into a single point. However, these hopes were not realized as general singularity
theorems showed. We will come back to these questions in Chapter 5. But first we will
discuss the structure of equations of motion and the Hamiltonian formulation of general
relativity without assuming any space-time symmetries. This analysis will provide general
properties of the dynamical systems in gravitational physics, which are useful for many
further applications.

2.5 Linear perturbations

In order to test the stability of isotropic models as well as to investigate how inhomogeneous
cosmological structures can evolve in an expanding universe, perturbations of Einstein’s
equation around FLRW models are essential. Linear perturbations g,, = O, + 8g4p Of
the space-time metric and ¢ = % + 8¢ of matter fields are the first step. In a sim-
ple manner, linear perturbations can be introduced by changing the line element (2.1)
to

ds? = —=N(@)*(1 + ¢(x, 1))*dt* + a(t)*(1 — ¥ (x, 1))’ do} . (2.38)

To linear order in the inhomogeneity functions ¢(x, t) and ¥ (x, f), which are considered
small, the time part of the line element is thus multiplied with (1 + ¢(x, ¢))*> and the space
part with (1 — )2, rescaling the lapse function and the scale factor in a position-dependent
way. These rescalings cannot be absorbed in a redefinition of the coordinates and thus
capture physical effects in the metric. Nevertheless, the precise form of position-dependent
terms does depend on coordinate choices, and the functions ¢ and ¥ introduced in this
way are not coordinate independent or scalar; they do not directly correspond to physical
observables.

Specializing to a spatially flat background model with a scalar field ¢ as matter source,
and expanding Einstein’s equation in the perturbations ¢ and ¥ in a line element of the
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form (2.38) results in the following equations:

Dzlﬂ - 3Hconf(‘/f, + Hconf¢)

dv
— 47_[G<0(p/8¢/ _(()(p/)2¢+a2 @

5(p) (2.39)

Q
'p
from the time-time components of the Einstein and stress-energy tensor,

00 (W' + Heont®) = 4G % 0,59 (2.40)
from the time-space components,

¥+ Heont (207 +¢') + (2Higns + Hoonr) ¢
0 /¢ 1 2 dav
=47G | Y89’ —a* —| ¢ (2.41)

from diagonal spatial components, and
DX ¢ —y) =0 (2.42)

from the off-diagonal spatial ones. All indices are raised and lowered using the flat Euclidean
metric 8,5, on spatial slices, with indices a, b indicating spatial directions. The equations are
written in conformal time, which is useful in combination with the simultaneous application
of the flat derivative operator d, with Laplacian D> = §4°3,9,,. Coefficients in the equations
depend on the conformal Hubble parameter Hcons Of the background.

The scalar field, now also inhomogeneous and perturbed as ¢(x,1) = % + d¢(x, t),
must satisfy

2

d-v
8¢" 4+ 2Heontd9' — D*8¢ + a* —
de

ZdV (VN2 / /
Sp+2a> —| ¢— Y (¢ +3y)=0 (243)
% d(p"w

as the linearized Klein—Gordon equation. More details about the derivation and some
applications of these equations will be given in Chapter 4.4; here, only their structure shall
concern us.

Example 2.3 (Poisson equation)
Evaluating Eq. (2.39) on a slowly expanding background, thus ignoring terms including
the Hubble parameter, we have the equation
0 Y4 0,2 dv
a2D%p = 471G (ii A —8(/)) .
a de

a a?

All conformal-time derivatives are divided by the lapse function (the scale factor in confor-
mal time). Using SN /N = ¢, the first two terms can be identified as the linear perturbation
of %N ~2(de/dt)?, which is the kinetic energy density of the scalar field (see (2.23)), while
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the last term is the linear perturbation of the potential. Thus, the equation
a lD*p =4nGép
is the Poisson equation for the Newtonian potential ¢ of a linearized metric.

As we already saw for the exactly homogeneous FLRW models, the set of dynamical
equations is overdetermined: there are more equations than unknowns; five equations for
three free functions ¢(x, ), ¥(x, t) and d¢(x, t). Nevertheless, the system is consistent.
For instance, using the background equations for the isotropic variables, one can derive the
linearized Klein—Gordon equation by taking a time derivative of (2.39) and combining it
in a suitable way with the other components of the linearized Einstein equation. Moreover,
integrating (2.40) spatially (both sides are gradients and boundary terms can be dropped
since the homogeneous modes have been split off) and taking a time derivative produces
exactly Eq. (2.41) upon using the background Klein—-Gordon equation. Thus, two of the
five equations are redundant and we are left with three equations for three functions. (One
of them, (2.42), is easily solved by ¢ = 1y whenever, as in the scalar-field case, there is no
off-diagonal spatial term in the stress-energy tensor. Such matter is called free of anisotropic
stress.)

In addition to the consistency, there is the issue of coordinate dependence as already
alluded to. Changing coordinates does not leave the form (2.38) for a perturbed metric
invariant, even if we change our coordinates by x* +— x* + &* with a vector field &
whose components are considered of the same order as the inhomogeneities so as to keep
the linear approximation. Under such a transformation, our line element, for perturbations
of a spatially flat model, will still describe perturbations of an isotropic geometry of the
same order as before, but in general now takes the form

ds? = —(N()(1 + ¢(x, 1)))* dt*> + N()3, B(x, t)drdx*
+ ((a@®)(A = Y(x, 1)))* 8ap + 0,9 E(x, 1)) dx“dx” (2.44)

with two new perturbations E(x, t) and B(x, t). (This is in fact the most general linear
perturbation of (2.1) by spatial scalars; vectorial and tensorial perturbations will be intro-
duced in Chapter 4.4.) As long as the coordinate change is linear in perturbations, any such
system of coordinates would be equally good.

As discussed in detail in Chapter 4, if one looks at the transformation properties of all
components in (2.44), one can see that the combinations

V= W - Hconf(B - E/) (2.45)
and
®=¢+(B—E') +Heont(B—E) (2.46)

(called Bardeen variables after Bardeen (1980)) are left invariant. Similarly, there is a
coordinate-independent combination of perturbations involving the scalar field. Equations
of motion derived for the perturbed line element (2.44) involve all components ¢, ¥, E
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and B, but the terms combine in such a way that only W and & appear, together with the
invariant matter perturbation. In fact, they are merely obtained by replacing ¢, ¥ and §¢ in
(2.40)—(2.42) by their coordinate-independent counterparts.

All this, of course, is as it should be. Equations of motion must form a consistent set,
and they must not depend on what space-time coordinates are used to formulate them. But
mathematically, these properties are certainly not obvious for an arbitrary set of equations.
The equations of general relativity ensure that consistency and coordinate independence are
realized by the fact that the Einstein tensor is conserved and is indeed a tensor transforming
appropriately under coordinate changes. These two crucial properties appear somewhat
unrelated at the level of equations of motion, or of Lagrangians. But as we will see in
the detailed analysis of canonical gravity to follow, they are closely interrelated. The
conservation law implies the existence of constraints, such as those seen in the beginning of
this chapter, and the constraints are the generators of space-time symmetries. By fulfilling
certain algebraic properties, they guarantee consistency. In addition to revealing these
insights, a Hamiltonian formulation has many extra advantages in an analysis of the structure
and implications of dynamical equations.

Exercises

2.1 Consider the line element
ds? = g,,dxtdx” = —N(2)*dr* + a(t)*(dx” + dy® + dz?)
with arbitrary positive functions N(¢) and a(¢).

(i) Show that the Ricci scalar is given by

reof_4 . i*> Na
~ "\aN? " a2N? N3a)’
(ii) Derive Einstein’s equation for an isotropic perfect fluid.

2.2 Compute the Ricci tensor and scalar for the 3-dimensional line element

dr?

dsz = hl)hd-xad.xb = a2 <m

+ r2(dv? + sin? z?dgoz))
with constant k and a # 0, and verify that R,;, = 2kh,;,/a® and R = 6k/a’.

2.3 Show that there is a solution (the so-called Einstein static universe) to the Friedmann
equation in the presence of a positive cosmological constant for which the space-time
line element ds> = —dt? + a*do? has a spatial part given by the 3-sphere line element
a*o? with constant radius a. Relate the 3-sphere line element to the spatial part of an
isotropic model with positive spatial curvature, and find conditions for the scale factor
to be constant.
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2.4 (i) Use the Friedmann and Raychaudhuri equations to show that any matter system
with energy density p and pressure P satisfies the continuity equation p + 3H(p +
P)=0.
(ii) If P = wp with constant w, show that pa>®+1 is constant in time.
2.5 Let matter be given by a scalar field ¢ satisfying the Klein—Gordon equation

gV, Ve — %gm =0
with potential V (¢). Show that a homogeneous field ¢ in an isotropic space-time with
line element ds? = —N(¢)*dt> + a(t)*(dx? + dy? + dz?) satisfies
(p/N) 3 ag n dvip) _
N aN? de
by all three following methods:

0

(i) specializing the Klein—Gordon equation to an isotropic metric,
(i1) using the Lagrangian

Localar = — / d3x\/ - detg(%g”vvu(pvv(p + V(p))

and deriving its equations of motion for homogeneous ¢ and isotropic g,,,, and
(iii) transforming from Ly, to the Hamiltonian Hgeyjor = f dx(g Dy — Lgcatar) and
computing its isotropic Hamiltonian equations of motion.

2.6 Verify explicitly that the scalar of the preceding problem satisfies the continuity equa-
tion by computing its energy density and pressure from the Hamiltonian.
2.7 (i) Start with a flat isotropic line element

ds® = —N(@)2de® + a(t)*(dx? + dy* + dz?)

and compute its change, given by L¢ g, under an infinitesimal coordinate trans-
formation generated by a vector field £#(z, x, y, 2)V,.

(ii) Specialize the change 8ds = L guwdx*dx” from (i) to a purely temporal vector
field

SHV/L = gt(tv X, y’ Z)VZ

and compare with the change obtained by replacing ¢ with r + £'(¢, x, y, z) in a(t)
and N(r)dt and expanding to first order in &°.

(iii) Show that the Bardeen variables W and & are invariant under the coordinate
transformation of part (ii).
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Hamiltonian formulation of general relativity

As we will see throughout this book, Hamiltonian formulations provide important insights,
especially for gauge theories such as general relativity with its underlying symmetry prin-
ciple of general covariance. Canonical structures play a role for a general analysis of the
systems of dynamical equations encountered in this setting, for the issue of observables,
for the specific types of equation as they occur in cosmology or the physics of black holes,
for a numerical investigation of solutions, and, last but not least, for diverse sets of issues
forming the basis of quantum gravity.

Several different Hamiltonian formulations of general relativity exist. In his compre-
hensive analysis, Dirac (1969), based on Dirac (1958a) and Dirac (1958b) and in paral-
lel with Anderson and Bergmann (1951), developed much of the general framework of
constrained systems as they are realized for gauge theories. (Earlier versions of Hamilto-
nian equations for gravity were developed by Pirani and Schild (1950) and Pirani et al.
(1953). In many of these papers, the canonical analysis is presented as a mere prelude
to canonical quantization. It is now clear that quantum gravity entails much more, as
indicated in Chapter 6, but also that a Hamiltonian formulation of gravity has its own
merits for classical purposes.) The most widely used canonical formulation in metric vari-
ables is named after Arnowitt, Deser and Misner (Arnowitt et al. (1962)) who first under-
took the lengthy derivations in coordinate-independent form. To date, there are several
other canonical formulations, such as one based on connections introduced by Ashtekar
(1987), which serve different purposes in cosmology, numerical relativity or quantum
gravity.

In all cases, to set up a canonical formulation one introduces momenta for time derivatives
of the fields. Any such procedure must be a departure from obvious manifest covariance
because one initially refers to a choice of time, and then replaces only time derivatives by
momenta in the Hamiltonian, leaving spatial derivatives unchanged. Accordingly, canonical
equations of motion are formulated for spatial tensors rather than space-time tensors.
Introducing momenta after performing a space-time coordinate transformation would in
general result in a different set of canonical variables, and so the setting does not have a
direct action of space-time diffeomorphisms on all its configurations.

Although the space-time symmetry is no longer manifest and not obvious from the
equations, it must still be present; after all, one is just reformulating the classical theory.

17
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Symmetries in such a context can usefully be analyzed by Hamiltonian methods, which
then provides crucial insights for the full framework irrespective of whether it is formulated
canonically. The mathematical basis of Hamiltonian methods is provided by symplectic
and Poisson geometry.

A thorough presentation requires prerequisites of the general theory of constrained sys-
tems and of geometrical concepts for hypersurfaces, related to space-time curvature decom-
positions. This will be developed first in this chapter. More on the mathematical background
material of Poisson geometry and tensor densities, which will become important in later
stages, is collected in the Appendix.

3.1 Constrained systems

For the linearized cosmological perturbation equations (2.39)—(2.42), we can already notice
that there are variables and types of equation of different forms. Only the perturbation
¥(x, t), appearing in the spatial part of the metric (as well as E(x, ¢) in the fully perturbed
setting (2.44)) enters with second-order derivatives in time. For the perturbation ¢(x, ¢) of
the lapse function (or B(x, t) in (2.44)), only up to first-order derivatives in time are to be
taken. Moreover, we can see that, concerning time derivatives, there are first- as well as
second-order differential equations.

A closer look at the components of the Einstein tensor reveals that these are general
properties realized not just for perturbations: Einstein’s tensorial equation G, = 8w G Typ,
when split into components, contains equations of different types. As a whole, the system
of partial differential equations is of second order, and thus an initial-value formulation
(whose details can be found later in this chapter) would have to pose the values of fields
and their first-order time derivatives. But the time components' GJ) and GY of the Einstein
tensor, unlike purely spatial components, do not contain second-order time derivatives.

There is a simple argument for this using the contracted Bianchi identity V,Gj = 0.
(When matter is present, the same identity holds for G} — 87 GT}'.) If we write this out
and solve for the time derivative, we obtain

0 a v K K v
3G = —8,G% — TG +T* G G.1)

The right-hand side clearly contains time derivatives of, at most, second order since 9,
is only spatial, which means that Gg on the left-hand side can, at most, be of first order
in time derivatives. Those components of the Einstein tensor play the role of constraints
on the initial values of second-order equations; the equations G?L = SJTGTI? relate initial
values of fields instead of determining how fields evolve. Another important property then
follows from (3.1): the constraints are preserved in time; their time derivative automatically
vanishes if the spatial part of Einstein’s equation is satisfied and if the constraints hold at
one time, making the right-hand side of (3.1) zero.

! From now on, we will use a, b, . . . as abstract tangent-space indices irrespective of the dimension. Whenever it seems advisable
to distinguish between space-time and spatial tensors in order to avoid confusion, we will use Greek letters u, v, ... for
space-time tensors, and reserve Latin ones for spatial tensors.
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Checking the orders of derivatives directly in components of the Einstein tensor will
reveal a second property; the calculation is thus useful despite being somewhat cumbersome.
We start with the Ricci tensor

Ry =8Il — 9,5, + 5 Ir, — T, Ts (3.2)

UV KA At kpt

Second-order time derivatives can come only from the first two terms, since the Christoffel
symbols

K 1 KA
%, = =8 (8,8 + 808 — 8.8

2
are of first order in derivatives of the metric. The second term in (3.2) is easier to deal with,
since I'y, = % g°*0, g, has only one term. Thus, 9, clearly can acquire second-order

time derivatives only for 4 = 0 = v. In this case, up to terms of lower derivatives in time
indicated by the dots, we have

1
Wty = 38 0+

Extracting terms of highest time-derivative order in 9, Iy, requires that « = 0 and leads
to

1 1
akr;iu = EgOAaO (%gm + 8\)&0») - Egooagg/w + -

where we split off the second term, since it appears in the same form for all x and v. For
the different options of 1 and v, we read off

1
3T = ¢85 g0 — Egooaozgoo + -
foruy =0=v,

1 1 1
akrga = 580)\338/\0 - 580033800 +---= EgOba(%gab + -

for 1 = 0 and a spatial v = a. When both u and v are spatial, only the last term
1
0Ty = =580 8ar + -

contributes a second-order time derivative.
For the Ricci tensor, this implies that

1 1 1
Roo = gmaégox - §g°°8§goo - gg“aggm +-= —Eg“”aégab + -

1
Ry, = EgObaggab + .-

1
__gooaggab + DR

R,
b 2
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At this stage, we can already confirm that a crucial property seen in cosmological models
is realized in general: only spatial components g,; of the metric appear with their second-
order time derivatives. The other components, gop which plays the role of the lapse function
seen earlier, and go, appear only with lower-order time derivatives; they do not play the
same dynamical role as g,;, does.

From the Ricci tensor, we obtain the second-order time derivative part of the Ricci scalar,

R=(g"g" — g"g")05 g + -

and, combined, the Einstein tensor G, = R, — %g,wR with components

1
Goo = —= (8" + 800 (8" 8" — §%8“")) 83 gap + - -+

2
1 1 | .
Gou = §g°b3§gab - EgOa(gOLgOd — g%¢“N33gea + -
1 1
G = —Egooaégab - Egab(gocg()d — g%t gea + -

If we finally compute the components G of the Einstein tensor with mixed index positions
as they feature in the contracted Bianchi identity, we have the combinations

Gy = g"Go + g% G,

1
= —§(g°°g“b — %" — g%g00 — %8082 gur + - -

GO = gOOGOa + gOhGab
1
= E(goog“d —8%8") (g% g0u + 8" 8up)35gea + -+ -

Writing down the identity g"’g,; = 8} in components, one easily sees that 1 — g%ggy —
g% go. and g%go, + g% gup vanish; thus, Gg and Gg do not contain any second-order time
derivatives at all (while the spatial G} do). The corresponding parts of Einstein’s equation
are of lower order, as we have already observed for cosmological perturbation equations
as well as by the general arguments involving the Bianchi identity. These equations, being
of lower order in time derivatives than the whole system, provide constraints on the initial
values while the spatial components determine the evolution.

This splitting of the equations is important for several reasons. The presence of constraints
shows not only that initial values cannot be chosen arbitrarily, but also that there are
underlying symmetries. Constraints of a certain type called first class, as they are realized
in general relativity, generate gauge transformations, quite analogously to time translations
generated by energy in classical mechanics. Classically, the gauge transformations of
general relativity are equivalent to coordinate changes. Gauge invariance thus implies the
general covariance under coordinate changes.

Constrained systems, sometimes called singular systems, appear whenever a theory has
gauge symmetries. General relativity is one example of a more special class of generally
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change coordinates/metric

t=const
initial conditions

Fig. 3.1 The hole argument: initial values are specified on a spacelike surface in a way that must lead
to complete solutions in a deterministic theory. However, one can change coordinates arbitrarily in
any region not intersecting the initial data surface, such that a formally different solution is obtained
for the same initial values. Physical observables in a deterministic theory must uniquely follow from
the initial values. When coordinate changes lead to different representations of solutions evolving
from the same initial values, determinism is ensured only if observables are independent of the choice
of coordinates.

covariant theories in which the local symmetries are given by coordinate transformations.
Since time plays an important role in canonical systems, with a Hamiltonian that generates
translations in time — or evolution — but is now, in a covariant setting, subject to gauge
transformations, several subtleties arise. This feature lies at the heart of the geometrical
understanding of general relativity, and it is the origin of several characteristic and hard
problems to be addressed in numerical relativity and quantum gravity.

In practice, the presence of constraints means that the formulation of a theory in terms
of fields on a space-time has redundancy. Even though only the geometry is physically
relevant, specific, coordinate-dependent values of fields such as the space-time metric at
single points are used in any field theoretic setup. Coordinate transformations exist that relate
solutions that formally appear different when represented as fields, but that evolve from the
same initial values, for instance when the coordinate transformation only affects a region
not intersecting the initial data surface, as represented in Fig. 3.1. A deterministic theory,
however, cannot allow different solutions to evolve out of the same initial values. Solutions
with the same initial values but different field values in a future region must be identified
and considered as two different representations of the same physical configuration.

The number of distinguishable physical solutions is thus smaller than one would expect
just from the number of initial values required for a set of second-order partial differential
equations for a given number of physical fields. Additional restrictions on the initial condi-
tions must exist, which do not take the form of equations of motion but of constraints. This
is why the constraints must enter: functionals on the phase space that do not provide equa-
tions for time derivatives of canonical variables but rather, non-trivial relations between
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them. They imply conditions to be satisfied by suitable initial values, but also show how
different representations of the same physical solution must be identified.

While the invariance under coordinate transformations is well known and present already
in the Lagrangian formulation of general relativity, the canonical formulation involving
constraints has several advantages. In this way, the structure of space-time can be analyzed
in terms of the algebra of constraints undertaking Poisson brackets, without reference to
coordinates. This algebraic viewpoint is important, for instance, in approaches to quantum
gravity, where a continuum manifold with coordinates may not be available but instead
be replaced by new structures. In terms of quantized constraints, one would still be able
to analyze the underlying quantum geometry of space-time. But already, at the classical
level, a canonical formulation has several important features, such as the implementation
of gauge choices which is easier and more physical to discuss in terms of space-time fields
rather than in terms of coordinates.

3.1.1 Lagrangian formulation

Formally, constraints arise from variations of the action just as equations of motion do. At
this level, both types of equation are at the same footing, the only difference being that
equations of motion are of higher order in time derivatives compared with constraints. One
can see how constraints arise directly by following the usual procedure of determining
the dynamics from an action principle. On the correct dynamical solutions, the action must
be stationary. By the usual variational techniques, applied to a generic first-order action of
the form

Slq' ()] = / L(g'. ")t (3.3)
for a system of n configuration degrees of freedom qi, i =1,...,n,one derives the Euler—
Lagrange equations

doL oL _ FPL ., L 9L (3.4)
drogi " ogi  agiogrt T agiag ! Tagi T '

Clearly, the equations of motion in this case of an action depending on configuration
variables and their first-order time derivatives are of second order. But we have a complete
set of second-order equations of motion, in general coupled for all the 7 variables ¢’, only
if the matrix

3°L
Wi j = PN
dq'dq’

(3.5)

which multiplies the second-order derivatives of ¢’ in (3.4) is non-degenerate. If this is so,
one can invert W;; and obtain explicit equations of motion

PL ., 8L>

' = (WY = —
g =MW) ( aqfaqkq +an
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instead of implicit ones. If W;; is degenerate, on the other hand, the Euler-Lagrange
equations (3.4) tell us that ¢’ and ¢' must always be such that the vector

PL .. 9IL

Vi j, ik = - - " J —,
(@’.q") 8qlaqjq +3q,

(3.6)

required by the variational equations to equal W;;¢’, is in the image of W;;: R" — R”",
seen as a linear mapping between vector spaces. If W;; is not invertible, the image under
this mapping has a non-vanishing co-dimension of the same size as the kernel, and cannot
be the full space. The V; in (3.6) must then lie in a subspace of dimension less than n and
cannot be linearly independent, imposing non-trivial restrictions on the fields and the initial
values one is allowed to choose for them.

As a symmetric matrix, W;; has m = n — rankW null-eigenvectors Ysi, s=1,...,m,
for which Y/ W;; = 0. Multiplying the Euler-Lagrange equations with the matrix ¥/ from
the left implies that
L .. dL

-+ = ) =YW;§’ =0. 3.7
aqlaqjq +8ql) s ]q ( )

#5(q', ") =Y} (

These functionals are constraints to be imposed on ¢’ and §’, and, in particular, on their
initial values to be evolved by the second-order part of the equations. As this general
discussion shows, equations of motion as well as the constraints are contained in the set of
Euler—Lagrange equations.

Example 3.1 (Constraints in isotropic models)
For isotropic cosmology, we have the degrees of freedom q' = (N, a) and the symmetric

2y iso 27 iso
27 iso 0 Lgm\' 0 Lgmv
d Lgrav _ IN? dNda _ (O (3) )
“ias - 27 iso 27 iso - a
aqlaqj il Lgmv 9 Lgmv O —mﬁ

dNda 9a?

matrix

is degenerate of rank one. Its single null-eigenvector Y = (1, 0) gives rise to the constraint
¢ =0LS° JIN = C° which we already saw in (2.15).

grav grav

3.1.2 Hamiltonian formulation

Like the Lagrangian formulation, a Hamiltonian one directly shows in its general setup
how constraints may arise. The usual definition

ik aL
piq’.q") = —— (3.8)

dq
of momenta results in n independent variables only if the matrix W;; = dp;/d4’, which
is identical to (3.5), is invertible such that one can at least locally solve for the . Other-
wise, the map (¢', ¢') — (¢', p;(g, ¢)), which in the unconstrained case is a one-to-one
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Fig. 3.2 The unconstrained phase space P with coordinates (¢', ¢') is mapped to the primary constraint
surface r: ¥, = 0 of all points obtained as (¢°, p;(q, ¢)). Dashed lines indicate fibers along which
g' and p; are fixed but some ¢’ (and the ) vary.

transformation of variables on the phase space, reduces the dimension as illustrated in
Fig. 3.2. The image of this transformation can be characterized by the vanishing of primary
constraints V(q", p’) = 0, a set of phase-space functions that provides a representation
of the image surface. (The v, can be considered as coordinates transversal to the image
of (¢, ¢") + (¢', pj(q. ¢)).) Locally, the unconstrained phase space of all (¢', ¢') has a
complete set of coordinates given by (¢', p;, ¥,). Globally, however, explicit expressions
for the ¥, may be difficult to find. Fortunately, in most cases they follow rather easily
from an action just as the momenta do. For instance, if there is a variable, say ql, whose
time derivative does not appear in the action (or appears only via boundary terms such
as N in isotropic cosmology) p; = dL/d¢" = 0 arises immediately as one of the primary
constraints.

3.1.2.1 Hamiltonian equations

One may worry that there are obstructions to defining a Hamiltonian in a constrained system
because the Legendre transformation

H=4¢'pi(q.¢)— L(q.q) (3.9)

as it stands refers to the time derivatives of ¢' rather than only to momenta p;. If the relations
(3.8) cannot be inverted to replace all ¢ in (3.9) by p;, no phase-space Hamiltonian as a
function H (g, p) would exist.

Despite the non-invertibility in the constrained case, H is always a well-defined functional
of ¢' and p;. To ensure this, we must show that the value of H as given on the right-hand
side of (3.9) does not change when the ¢’ vary while keeping the p; fixed. Such variations
are certainly possible since there are fewer independent p; than ¢’ in the presence of
primary constraints. Using the mapping from ¢’ to p;, the original phase space of positions
and velocities is fibered by submanifolds consisting of all points that are mapped to the
same values of (¢', p ;). For a function to be well defined on (¢', p;), we have to make sure
that it is constant along those fibers, or that its variation depends only on the changes of ¢’
and p; but not on those of ¢* separately.

Using the definition (3.8) of momenta, which implicitly contains the information about
primary constraints, the variation satisfies

’ .. oL _.. 9L _. oL  ;
8H = q'épi + pidq —a—q,fsq _8_61i8q =q8pi_a_qi8q . (3.10)
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Since the final expression, just as the general variation

0H . O0H
sH = 2sq' + Lsp, (.11
aq' api

of a function on the momentum phase space, depends only on variations of ¢’ and p;, while
all other ¢'-variations cancel once the definition of momenta is used, H is guaranteed to
be a well-defined function on the primary constraint surface. (As an example of a function
that is not well defined on the primary constraint surface, consider ¢. Its value is not
determined for all i by just specifying a point (¢°, p;) on the primary constraint surface.
Accordingly, the variation along ¢’ can be expressed in terms of those along ¢’ and p; only
if ¢' happens to be one of the velocities that can be expressed in terms of momenta, i.e. one
of the velocities not primarily constrained.)

Returning to the Hamiltonian, the definition gives rise to a function H q', p ;) on the
primary constraint surface whose variation, combining (3.10) and (3.11), satisfies the
equation

0H L : OH
— 4+ — 8¢+ ——4")spi =0 (3.12)
dq'  9q’ api

for any variation (8¢°, 8p;) tangent to the primary constraint surface. Writing this equation
as
0H 0L 0H : i
(0L 0 ) () 2o
dq' ~ dq'  9p; 8p;

5 <8H n oL 0H ,j)
=l—+—, — —¢
aq" dq'  9p;

shows that the vector

must be normal to the constraint surface. Since the surface is represented as ¥ = 0,
s =1, ..., m, abasis of its normal space is given by the gradients

( O 9y )
Vg 1= =~

dq' ~ Ip;
of all the primary constraint functions. Thus, § = ) " A*v; for some coefficients A* (which
might be functions on phase space), or

O0H 9L 9y,
— t+ — = A —
aq! aq’ aq!
oH : 0
ST 12

(3.13)

——ql:

. 3.14
op; ap; G149
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In this way, we have derived Hamiltonian equations of motion

. oH R AT/
g =— -2 v (3.15)
ap; opi
JdL oH 0V
pi=+=——4+ké—w4 : (3.16)
aq' aq' aq'

Compared to the form of Hamiltonian equations of motion in unconstrained systems,
there are new terms arising from the constraints. However, writing

A(H — M) oA

3]

BACL I £ : 3.17

q o, + o, 14 (3.17)

. O(H — M) 0A°

pi=——— (3.18)
aq' 9g;

shows that, up to terms that vanish on the primary constraint surface, defined by v, = 0,
they can be seen as the usual Hamiltonian equations for the total Hamiltonian

Htotal =H — )\Svfs . (319)
In this case, one also writes
q.i ~ 0 Hiotal . _aHtotal
3]7,‘ ’ ! 86][

where the “weak equality” sign & denotes an identity up to terms that vanish on the
constraint surface.

While the value of the total Hamiltonian does not change by adding primary constraints
and is independent of the A%, the evolution it generates depends on derivatives of the .
Unlike the v, the derivatives may not vanish, and evolution can thus depend on the (so far
undetermined) A*. To see the role of the A* and how well-defined evolution can result, the
mathematical theory of constraints, best described in terms of Poisson structures, is useful.

3.1.2.2 Poisson brackets

To discuss the general behavior of constrained systems, as well as those specific ones
realized in general relativity, the concept of Poisson brackets and symplectic structures is
the appropriate tool. As in classical mechanics, we have the general definition of Poisson
brackets
~(of dg df dg
D), 8(q, = —— - 3.20
{fq.p).g(q. p)} ; ( 90 I Bp; g (3.20)
for a system with finitely many degrees of freedom. (The generalization to infinite-
dimensional cases will be done in Chapter 3.1.3.) As one can verify by direct calculations,
Poisson brackets satisfy the following defining properties:

e linearity in both entries;
e antisymmetry when the two entries are commuted;
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e the Leibniz rule {f, gh} = {f, g}h + g{f, h};
o the Jacobi identity

{(f. ¢} h} + {{g. h}. f1+{{h. f). g} =0. (3:21)

With this definition, we can write the equations of motion in the compact form

qi ~ {qis Htotal} P pi ~ {Ph Htotal} (322)

or F~ {F, Hy ) for an arbitrary phase-space function F(q’, pj). Whenever a change of
phase-space variables is obtained in this way by taking Poisson brackets with a specific
phase-space function H, H is said to generate the corresponding change. Viewing the
variations (¢', p;) as a vector field, the Hamiltonian vector field with components {-, H}
is associated with any phase-space function H. In particular, (3.22) expresses the fact that
the total Hamiltonian generates the dynamical flow of the phase-space variables in time.

Poisson tensor Poisson brackets present a geometrical notion of spaces that in several
respects is quite similar to the notion of Riemannian geometry as it arises from a metric
tensor; in others it is markedly different. If we express the Poisson bracket as

{f. 8 =P @ )38, (3.23)

which is always possible thanks to the linearity of Poisson brackets and the Leibniz rule,
it becomes clear that the bracket structure is captured by a contravariant 2-tensor, or a
bivector P/, the Poisson tensor. Unlike a metric, this tensor is antisymmetric. Moreover,
as a consequence of the Jacobi identity, it must satisfy

enP79;PH =0. (3.24)

Conversely, any antisymmetric 2-tensor satisfying (3.24) defines a Poisson bracket via
(3.23). Since such tensors may depend non-trivially on the phase space coordinates, unlike
the basic example of (3.20), a more general notion is obtained. The expression (3.20)
represents the local form of a Poisson bracket as it can be achieved in suitably chosen
phase-space coordinates ¢’ and p;j (so-called Darboux coordinates), and it is preserved by
canonical transformations. But in general phase-space coordinates, the Poisson tensor need
not be constant and may have components different from zero or +1.

Example 3.2 (Poisson tensor)

P)=|-z 0 «x
y —x 0

onR3, i.e. PV = €likxy, defines a Poisson tensor; see Exercise 3.1.

The example of (3.20) leads to a Poisson tensor with an additional property: the matrix
P/ is invertible, with an inverse

Qi =P, (3.25)
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Invertibility is not a general requirement for Poisson tensors, as we will discuss in more
detail below. But the non-degenerate case with an existing inverse occurs often and leads
to several special properties. If the inverse €2;; of P"/ exists, providing an antisymmetric
covariant 2-tensor, it is called a symplectic form.

As usual with metric tensors, we might be tempted to use the same symbol for an
invertible Poisson tensor and its inverse 2-form, distinguished from each other only by
the position of indices. However, this is normally not done for the following reason: a
non-degenerate Poisson tensor defines a bijection P*: T*M — TM, o; > P'a; from
the co-tangent space to the tangent space of a manifold M, raising indices by contraction
with % 2 This is similar to the use of an inverse metric tensor, except that the Poisson tensor
is antisymmetric. The inverse P*~! of this bijection defines a map " = P*"!': TM —
T*M, v — (P)ijlvf = ;;v/ lowering indices. By tensor products, indices of tensors of
arbitrary degree can be lowered and raised. In particular, we can lower the indices of P
using P* 1

P PP = 8P = =P

which is not €2;; but its negative. The antisymmetry of tensors in Poisson geometry intro-
duces an ambiguity which does not exist for Riemannian geometry. In Riemannian geom-
etry, taking the inverse metric agrees with raising the indices of the metric by its inverse.
In Poisson geometry, agreement is realized only up to a sign. For this reason, we do not
follow the convention of using the same letter for the tensor and its inverse, as we would
do for a metric, but rather, keep separate symbols P and €2.

Symplectic form If we contract the Jacobi identity (3.24), written as
Pliy,PH 4 phiy pli 4 pliy pik =,
with ©,,; and Q,, then use ©;;P/' = —P/'9,Q;; due to the inverse relationship of the
two tensors, we obtain’
PR (D Rk — 05 Rk + 3 Rinn) = PRt = 0.

Thus, the inverse of an invertible Poisson tensor is always a closed 2-form. It is also non-
degenerate thanks to the invertibility, and any 2-form satisfying these properties is called a
symplectic form. A Poisson structure (M, P) on a manifold M with an invertible Poisson
tensor is equivalent to a symplectic structure (M, €2).

Hamiltonian vector fields Given a Poisson tensor, we associate the Hamiltonian vector
field X ; to any function f on the Poisson manifold by

Xy = PHdf =P f);. (3.26)

2 This so-called “musical isomorphism” is sometimes denoted simply as i: T*M — T M, with inverse b: TM — T*M. We
prefer to indicate the object used to define the mapping, here the Poisson tensor, since general relativity employs also analogous
but quite different mappings defined with a metric.

3 Differential forms, whose tangent-space indices are suppressed, will be denoted here and throughout this book by bold-face
letters.
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(In Riemannian geometry, an analogous construction provides the normal vector to the
surface given by f = const.) In terms of the Poisson bracket, one can write X y = {-, f} as
the action of the vector field on functions, to be inserted for the dot. The Poisson bracket
itself can be written in terms of Hamiltonian vector fields and the symplectic form:

QX5 X) = Qi PPy forg = —Plafog =—{f g}

One can interpret the Hamiltonian vector field as the phase-space direction of change
corresponding to the function f; for f = p, we have X, = 9/dq. When f is one of the
canonical coordinates, its Hamiltonian vector field is along its canonical momentum. In
this sense, the Hamiltonian vector field generalizes the notion of momentum to arbitrary
phase-space functions. Integrating the Hamiltonian vector field X ¢ to a 1-parameter family
of diffeomorphisms, we obtain the Hamiltonian flow d>§f ) generated by f. The dynamical
flow of a canonical system is generated by the Hamiltonian function on phase space.

Poisson and presymplectic geometry If the requirement of invertibility is dropped, two
unequal siblings spring from the pair of Poisson and symplectic geometry. A non-invertible
Poisson tensor is still said to provide a Poisson geometry, but it does not have an equivalent
symplectic formulation. A closed 2-form not required to be invertible is called a presym-
plectic form, providing the manifold on which it is defined with presymplectic geometry.

A presymplectic form €2;; has akernel C C T M of vector fields v’ satisfying Q;;v/ = 0.
These vector fields define a flow on phase space, which can be factored out by identifying
all points on orbits of the flow. The resulting factor space is symplectic: every vector field
in the kernel of €2;; is factored out. In this way, a reduced symplectic geometry can be
associated with any presymplectic geometry.

A degenerate Poisson tensor P provides so-called Casimir functions C' satisfying
{C!, f} = 0 with any other function f. Thus, the 1-forms dC’ are in the kernel of P,
Pii9;C! = 0. In this situation, we naturally define a distribution 7 C TM of subspaces
such that dC'(v) = v'9;C’ = Oforany v/ € T. Any v' in this distribution is annihilated by
the kernel of P/ and is thus in the image, expressed as v’ = P/« for some co-vector ;;
conversely, any P« satisfies P/« ;0;C’ = 0 and is thus in 7. Thus, 7 = ImP*. Thanks
to the Jacobi identity (3.24), this distribution is integrable: for two vectors v/ = PYq; and
w' = P B; in the distribution, the Lie bracket [v, w]’ is also in the distribution. Indeed, a
quick calculation using the Jacobi identity shows that

[v, wl' = Pad;(P"B) — P/ B (Play)
= P (P (eud; By — Brdjeu) + w3 PF) = Py,

is an element of the distribution. Thanks to the integrability, a Poisson manifold is foliated*
into submanifolds spanned by the distribution, with tangent spaces annihilated by all
Casimir functions. Integral surfaces of the distribution, leaves of this foliation, are called

4 In general, the foliation may be singular: leaves are not guaranteed to have the same dimension.
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symplectic leaves. The leaves are indeed symplectic: the Poisson tensor restricted to the
space co-tangent to the leaves is invertible.

Example 3.3 (Symplectic leaves)

Define PV = €/*x; on R3, as in Example 3.2. The conditions P3;C = 0 for a Casimir
function C impose the equations €/*3;C = 0, which is solved by any function depending on
x, y and z only via x> + y? 4 z2. We can thus choose our Casimir function as C(x, y, z) =
x2 + y% + z2. Surfaces of constant C = r* are spheres of radius r, on which it is useful
to choose polar coordinates ¢ and ©. With the relationship between polar and Cartesian
coordinates, one finds that P(dg, sin9d9) = sin ¥ P 9,909 = r~! is non-vanishing for
r # 0, and thus the Poisson tensor is non-degenerate on the co-tangent space of a sphere.
Spheres are symplectic leaves of the Poisson manifold considered here.

Constraints on symplectic manifolds If we constrain a symplectic manifold M with sym-
plectic form €2;; and Poisson tensor P/ to a subset C defined by the vanishing of constraint
functions C’, C: C! = 0, there are different possibilities for symplectic properties of the
subset. These properties are mainly determined by the Hamiltonian vector fields of the con-
straints:® We call a constraint C? first class with respect to all constraints if its Hamiltonian
vector field is everywhere tangent to the constraint surface C. We call it second class if its
Hamiltonian vector field is nowhere tangent to the constraint surface. By the definition of
Hamiltonian vector fields, this is equivalent to saying that {C’, C’} vanishes on the con-
straint surface for all C’ if C! is first class; it vanishes nowhere on the constraint surface
if C! is second class. (No condition is posed for the behavior of these Poisson brackets off
the constraint surface.) The surface is called a first-class constraint surface if all constraints
defining it are first class, and a second-class constraint surface if all constraints are second
class. (The terminology of first- and second-class constraints was introduced by Anderson
and Bergmann (1951), developed further by Dirac (1958a) and especially for gravity by
Dirac (1958b), then summarized by Dirac (1969).)

We can equip the constraint surface with a presymplectic form € by pulling back the
symplectic form to it. If ¢: C — M is the embedding of the constraint surface in M, we
write € = (*Q. In components, if 1: y* > x' describes the embedding in local coordinates,
Qup = Q:;(3x'/3y*)(dx7 /3yP). (We cannot directly equip it with a Poisson structure, since
the Poisson tensor, being contravariant, cannot be pulled back.) If one of the constraints
is first class, say C, the presymplectic form is degenerate: its Hamiltonian vector field
X lc is tangent to the constraint surface and thus defines a vector field X on it by simple
restriction. For this, we have QaﬁX’S = L*(Q,«jXé) = 1"(9;C) = 0 using the definition of
Hamiltonian vector fields.

Only if all constraints are second class does a symplectic structure result on the constraint
surface. In this case, it can directly be used as the phase space of the reduced system where

S For all constraints considered here, we assume the Hamiltonian vector field to be non-vanishing in a neighborhood of the
constraint surface. Such constraints, called regular, provide good local coordinates transversal to the constraint surface.
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the constraints are solved. If there are first-class constraints, their Hamiltonian flow must
be factored out to obtain the reduced phase space as the factor space of the presymplectic
constraint surface by the Hamiltonian flow. In physical terms, this flow is the gauge flow
generated by the constraints as discussed in more detail below.

Dirac bracket If one does not explicitly solve all the constraints, which can often be
complicated, one may work with the constrained system implicitly by using the constraints
without solving them. In this case, if Hamiltonian flows of phase-space functions are used,
most importantly the dynamical flow generated by the Hamiltonian, one must be careful
that they do not leave the constraint surface. This would be guaranteed if all constraints
are solved explicitly — every flow would automatically be restricted to the reduced phase
space — but not if some of them cannot be solved. If all constraints are first class, their
Hamiltonian flow is tangent to the constraint surface; they do not cause a problem in this
context. But second-class constraints generate a flow transversal to the constraint surface.
If second-class constraints are left unsolved, they may contribute terms to a Hamiltonian
making the flow move off the constraint surface.

Rather than solving all second-class constraints, one may modify the Poisson brackets so
as to ensure that the Hamiltonian flow generated by the old constraints with respect to the
new Poisson structure is tangent to the constraint surface. This is possible by introducing
the Dirac bracket

{f. 8o =1{f. g} = D _{£.CY{C. c'H71{C’ g} (3.27)

1,7
Here, the double sum is taken for all second-class constraints, for which the matrix inverse
of {C!, C’} is guaranteed to exist. With this new Poisson bracket, the flow generated by
the second-class constraints does indeed not leave the constraint surface; it even vanishes:

£, Cp = {£.C5) =Y (£, clydc’, 'y e’ cXy =o.
1J

The new Poisson tensor defined by the Dirac bracket is degenerate, with the second-
class constraints as its Casimir functions. Moreover, for any phase-space function f whose
Hamiltonian vector field is already tangent to the second-class constraint surface with the
original Poisson structure, i.e. X fCI = 0 for all second-class constraints C!, we have
{f,C1}y =Py fo;C! = —X;.BjC’ = —X;C! =0, and thus {f, g}p = {f, g} with any
other phase-space function g. In summary, the Dirac bracket leaves the Poisson structure for
functions generating a flow tangent to the constraint surface unchanged, while removing any
flow off the constraint surface generated by functions of the second-class constraints. Even
if not all second-class constraints can be solved, the Dirac bracket, which is often easier
to compute, makes sure that they do not lead to spurious flows off the constraint surface.
(Further mathematical properties of the Dirac bracket are discussed in the Appendix.)

Using the Dirac bracket, only the flow of first-class constraints need be considered. It
cannot be removed in a similar way, since the matric {C', C’} is not invertible if first-
class constraints are present. To obtain a phase space with symplectic structure, the flows
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generated by first-class constraints must be factored out, as already stated. We will soon
see why this factoring-out is necessary from a physical perspective.

3.1.2.3 Constraint algebras

With information about Poisson geometry and the mathematical theory of constraint sur-
faces in symplectic spaces, we now return to the physical analysis of constrained systems
and their dynamics. We had arrived at the total Hamiltonian, H in (3.19), as the sum
of the Hamiltonian and all primary constraints ¥, multiplied with parameters A°. The A*
play the role of Lagrange multipliers which add the primary constraints to the original
Hamiltonian, making sure that these constraints are implemented. They may or may not be
determined by solving the equations of motion or other equations, depending on the form
of the constraints. Here, the mathematical classification of constraints becomes relevant.

Secondary constraints In addition to the primary constraints, there are further equations
to be satisfied by initial values: Consistency conditions are required because the time
derivatives of the primary constraints, like the constraints themselves, must vanish at all
times,

0= v & (Y, HY — M{Yy, ¥} =1 (¥, HY — A'Cy . (3.28)

(In the weak equality we are again free to move the A’ past the derivatives contained in the
Poisson bracket because only terms constrained to be zero result in this way.)

The (phase-space dependent) matrix Cs, := {{, ¥} introduced here determines the
structure of the constrained system. If det(Cy,) # 0, no further constraints result and we
can fulfill the consistency conditions (3.28) by solving them for all A’. In this way, the
total Hamiltonian and the flow it generates will be completely specified. If det(Cy,) = 0,
however, not all A’ can be determined to solve the consistency conditions completely. In
this case, (3.28) implies secondary constraints which follow from the equations of motion,
rather than from the basic definition of momenta as the primary constraints. Secondary
constraints in general take the form Z;{vy,,, H} = 0 for any zero-eigenvector Z} of the
primary constraint matrix: Z’Cy, = 0. If a non-trivial zero-eigenvactor Z; exists, ¥, =0
is preserved in time only if Z:{y, H} = 0.

Also, the secondary constraints imply consistency conditions of the form (3.28), which
may generate further constraints. This process must be continued until all consistency
conditions for all the constraints are satisfied, making sure that constraints can hold at all
times. Once this is realized, one has determined the complete constrained system. At this
stage, the distinction between primary and other constraints becomes irrelevant, and so
we call all constraints derived in this way C;, including the primary constraints ¥. (For
simplicity, we reuse the label s, even though it may now run through a larger range.) If
det({C;, C,}) does not vanish on the constraint surface, the constraints are second class,
more generally, the number of second-class constraints is given by rank({Cy, C,}). If all
constraints are second class, we can solve for all the multipliers A’ and the dynamics is
determined uniquely.



3.1 Constrained systems 33

Example 3.4 (Classical mechanics on a surface)
Consider a system of two coordinates q' and g* with momenta p1, p» whose dynamics is
given by the Hamiltonian

1
= E(p% +pH+ Vg, ¢ +2rfq" gD, (3.29)

The two functions V and f, respectively, play the role of the potential and a constraint
forcing the motion to be on the surface f(q", g*) = 0. Since no momentum p; appears in
the Hamiltonian, we have one primary constraint C := p; = 0. It implies the secondary

constraint C» := —{p,, H} = f(q", g*) = 0, which implies a tertiary constraint
af a
— (. H} = 1p1+afzp2_o

which in turn implies a quartary constraint

’f 2 ’f ’f
8( 1)2p1 aqlanPIPZ 8( 2)2p2

A af af af \ _
ag! (861 +A8_q‘> 3> (861 +A8_q2>_0'

The secondary constraint requires all positions to be on the surface f = 0, and the tertiary

={C37H} =

one ensures that the momentum vector is tangent to this surface. (The constraint can be
written as C3 = N - p = 0 with the (unnormalized) vector N = V f normal to the surface.)
The last constraint then is equivalent to a balance equation between the normal component
N-F of the force F=-VV -V f obtained as the sum of the external force due to
the potential and a force exerted by the surface, and a centrifugal force given in terms of
second-order derivatives of f and momenta. The form of the centrifugal force obtained
here for a general surface is not easy to recognize, but if we specialize the example to a
circle of radius R, f(q', g*) = (¢")* + (¢*)? — R?, the centrifugal force reduces to R™' p?,
the usual form for a particle of unit mass. (We must divide the expression in Cy by the norm
of 1\7, in this case 2R, in order to read off the properly normalized mass. We will see
in Chapter 3.2.2.2 that first-order derivatives of the normal vector as encountered here
provide a measure for the extrinsic curvature of the surface embedded in space.) The
surface force —AV f is determined once we solve C4 = 0 for A, which is always possible,
since N* = 3f/3q")* + (3f/3g>)* # O for a regular surface. At this stage, we see that at
least some of the constraints must be second class, since we were able to solve uniquely for
the multiplier.

Infact, a derivation of the constraint al gebra shows that all constraints in this example are
second class. We easily compute {C1, C4} = N2 = {C», C3}, and clearly C has vanishing
Poisson brackets with both C, and Cs. The Poisson brackets {C,, C4} and {C3, C4} are
more lengthy, but, irrespective of their value, the constraint matrix {Cy, C;} has determinant
N* # 0, proving that the constraints are second class.
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If the constraints satisfy {Cy, C;} = 0 on the constraint surface C, = 0, they are first-
class constraints. (In the presence of a Hamiltonian generating evolution, one usually
includes {C, H} = 0 as a condition for first-class constraints combined with a first-class
Hamiltonian. One may interpret this as including the condition of energy conservation with
the constraints C.) Not all the Lagrange multipliers can be solved for, and the dynamics is
not unique. Gauge transformations arise.

Gauge transformations As seen in the general analysis of Poisson geometry, first-class
constraints play a special role because their constraint surface is not symplectic: they
generate a Hamiltonian flow tangent to the constraint surface, along which the presym-
plectic form, obtained by pulling the symplectic form back to the constraint surface,
is degenerate. In the physical interpretation, this means that first-class constraints not
only restrict initial values but also generate gauge transformations. The infinitesimal

mapping
F(q,p)— F(q,p)+ 8P F(q, p) := F(q, p) + {F, €Cy} (3.30)

of a phase-space function F, defined for any first-class constraint Cy, maps solutions to the
constraints and equations of motion into other solutions: under this mapping, §'C, ~ 0 ~
S H.

Interpreting these transformations as gauge means that we do not consider solutions
mapped to each other by the Hamiltonian flow of first-class constraints as physically
distinct. We are not merely applying a symmetry transformation to map a known solution
into a new one, like rotating an orbit in a spherically symmetric potential which gives rise to
a new allowed solution. Gauge transformations map different mathematical solutions into
each other, but they are interpreted merely as different representations of the same physical
solution.

This stronger interpretation is required when we consider the dynamical flow gener-
ated by the total Hamiltonian Hy, = H; — A*{, which explicitly contains the primary
constraints v, but also implicitly secondary or other ones in H;. (We now use the sym-
bol H; to indicate that second-class constraints should already have been solved at this
stage, fixing their multipliers. Alternatively, we could use the Dirac bracket in the fol-
lowing argument.) Every phase-space function f changes in time by f = {f, Hiw}. In
general, the change in time of a function f then depends on the undetermined parameters
A* corresponding to the first-class constraints unless {f, C;} = 0 for all first-class con-
straints. If f has a vanishing Poisson bracket with all first-class constraints, it is called
a complete (or Dirac) observable. For phase-space functions with non-vanishing Poisson
brackets with the first class constraints, however, a dependence of their change in time
on some of the A* cannot be avoided. To have a well-defined theory with unambiguous
physical predictions, the only viable conclusion is that the infinitesimal flow { f, C,} only
changes the mathematical representation but does not change the physics of the observable
information. The change of f is just a gauge transformation without affecting the physical
state.
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Example 3.5 (Gauge in isotropic models)

In Chapter 2.1 we saw an example of a system with two constraints, the primary constraint

pn = 0 and the secondary constraint C = 0. Since C is independent of N, we immediately

have {py, C} = 0 such that the system of constraints is first class. The total Hamiltonian

is NC — Apy where N arises automatically as a multiplier of the secondary constraint C.
The gauge transformations generated by the constraints correspond to time reparam-

eterizations, as one can see explicitly: we have

A G
6&]\] =e€a

dca={a,eNC} =—

and 8, N = {N,Apn} =X, S8cpa = {pa,€NC} =¢€p, and finally .py = C ~ 0. The
gauge transformation a — a + 8.a = a + €a = a(t + €) + O(€?) thus agrees to linear
order in € with a change of the time coordinate while N can be changed arbitrarily. One
may view this as evolution along the time parameter, or as a reparameterization of the old
time parameter t to a new one making coordinate time gauge-dependent.

In totally constrained systems such as the preceding example, constraints play several
roles: they constrain allowed field values to reside on the constraint surface, they generate
gauge transformations as identifications of physically equivalent field configurations on
the constraint surface and they provide the total Hamiltonian. The last property means
that a particular combination of the constraints, such as H = NC in the example with a
single constraint, generates Hamiltonian equations of motion in a time coordinate. Which
combination we choose for the total Hamiltonian, i.e. which multiplier function N we
use in the example, will have an influence on the form of equations of motion. For first-
class constraints, this function remains undetermined by the constraints. Any choice is
allowed, and there is no unique, absolute notion of evolution — a further reflection of the
gauge structure of the theory. Any particular choice for the total Hamiltonian will result in
equations of motion written in a specific gauge. But since the theory is invariant under gauge
transformations generated by the constraints, the choice of a total Hamiltonian does not
matter, and all sets of equations of motion obtained for different gauges are equivalent. We
will see in this chapter that general relativity, also in the absence of space-time symmetries,
has first-class constraints and a fully constrained Hamiltonian. We will also encounter
formulations that have additional second-class constraints.

3.1.3 Field theories

Lagrangian or Hamiltonian formulations of field theories follow the same lines as discussed
so far for finite-dimensional systems. One may view such theories as having independent
variables ¢(x) labelled not by a discrete parameter i taking a finite number of values, but
by a continuous parameter x. Most constructions still go through with this understanding,
but it hides several subtleties. Especially, derivatives by the fields, as they are required for
variational equations or Poisson brackets, require mathematical care. For instance, instead
of having the relationship d¢’/dg/ = &', for independent variables, a basic functional
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derivative as it appears for field theories is d¢(x)/8¢(y) = §(x, y) where the new type of
derivative is denoted by the variational symbol § and §(x, y) is Dirac’s delta-distribution.

If we have a functional S[¢] defined for fields on an n-dimensional manifold (we will
be applying functional derivatives to fields on space-time and on space) whose variation
under small changes of ¢, the part of S[¢ + d¢] — S[¢] linear in §¢, has the form

88 = /d”xA[go(x)]Sgo(x) (3.31)

then S is called functionally differentiable by ¢ with the functional derivative §S/5¢(x) =
Alp(x)] of S by ¢.

Formally, all rules for differentiation, such as linearity and the product and chain rules,
can be extended to functional derivatives. Functional derivatives of spatial derivatives of a
function can be computed by using integration-by-parts formulas, for instance

3 3 a _ a
M/d YN D) Pp(¥)3ap(y) = —8a(N(x)py(x))

as a specific example (the diffeomorphism constraint) which we will later see for a scalar
field theory with scalar field ¢ and momentum p,, independent of ¢ (and certain space-time
metric components N“). Here, we have ignored boundary terms by appealing to suitable
boundary conditions to be satisfied for the fields. Such boundary conditions determine
whether a functional of the fields is functionally differentiable: would a boundary term
remain in the variation, § S would not be of the required form (3.31). Applying rules such as
integration by parts is sufficient to set up the full framework as it exists for finite-dimensional
systems, but care is still required due to the occurrence of delta-distributions.

To avoid the explicit use of distributions and instead work with well-defined alge-
braic relationships, one can “smear” fields or functionals of them. Instead of work-
ing with local combinations of fields, one then considers integrals such as ¢[u] :=
J d*x/[detg[u(x)@(x) on a curved manifold with metric g, for arbitrary functions j(x).
No information is lost, since ¢(x) can be reconstructed if ¢[u] is known for all (smooth,
say) u(x). Derivatives by fields

Splu = /|det g|u(x) (3.32)
Sp(x)

are free of delta-distributions. We may view smearing functions as a different set of

labellings replacing the continuous spatial points x where field values are evaluated.
Similarly, Poisson brackets of smeared functionals become well-defined algebraic rela-

tionships. For canonical fields, Poisson brackets are defined using functional derivatives

n
0 5f  dg 5f Sg)
; =/ d — 3.33
i 8l / x(éw(xwpw(x) 5Py (x) 30(x) (3:33)

for a scalar field with its momentum, and analogously for tensorial fields. Instead of

{p(x), po(¥)} = 8(x,y)
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for the fields, we have

{oln], pp(M} = +/Idet glu(y)

(a function, not a distribution) if at least one of them is smeared.

In the context of smearing, the density weight of fields is important, since it deter-
mines the metric factors +/[detg| required for well-defined integration: the measure
d"x.+/|det g] is invariant under changes of coordinates thanks to the transformation prop-
erties /[detg| = |det(dx"/dx"")|/[detg] that follow from the transformation g, =
(9x*/ E)x/“/)(f)x"/ax/”')gw of the metric tensor under a change x* — x’* of coordinates.
Any function X transforming by X’ = |det(dx*/dx"")|X , even if it is not derived from
the determinant of a metric, is called a scalar density (of weight one), and any tensor that
transforms with an extra factor of |det(dx*/dx""")| is called a tensor density (of weight
one). Scalar densities of weight one can directly be integrated without an extra metric
factor. More information on densities can be found in the Appendix.

When we smeared the scalar field, we explicitly included the metric factor in addition
to the smearing function. The momentum of the scalar, however, must behave differently,
since it appears together with the scalar in the symplectic term | dx¢ D, of the Lagrangian,
and no other field, not even the metric, is allowed in this term, for otherwise p,, would not be
canonically conjugate to ¢. The momentum p,, of a scalar must then be a scalar density such
that | d3xp¢, is already coordinate invariant. Indeed, if we compute the momentum from
the action (see Eq. (2.16)), we obtain p, = §S/8¢ = —g®/[det g]¢ as a scalar density. In
any canonical theory, tensorial configuration variables fully contracted with their momenta
must be densities of weight one.

Example 3.6 (Electromagnetism on Minkowski space)
The action of Maxwell theory on Minkowski space-time with metric n,,, is

1
SMaxwell[Au,] = _Z / d4XF;w(A)FpG(A)an77VU (334)

where F,,(A) = 0,A, — 3,A,,. First, we have

8 SMaxwell

T R L
nity

and thus, specializing to u = 0,

3 SMaxwell

= —(A, — 3, A0)n"" . 3.35
5A, ( om (3.35)

If v = 0, the right-hand side vanishes identically; the action does not depend on the time
derivative of Ay, making its momentum 8 Smaxwen /8 Ao a primary constraint. The secondary
constraint that it implies is the Gauss law

d §SMaxw & SMaxw .
e Ma.x ell _ Maxwell — —3a(3bAo _ Ab)(sab — aaEa ~0
dr §Ap §Ap
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with the electric field E° = §“°(A, — 8),Aq) whose components, as seen from (3.35), provide
the momenta of Ay: {A.(x), E’(y)} = 528(x, y). (Only spatial indices contribute at this
stage. Note that the fixed background metric prevents all density weights from being seen.)

The Gauss constraint does not generate further constraints, and so the systemis complete:
on our phase space we can directly eliminate the simple primary constraint function, leaving
as canonical variables A, with momenta E”, subject to the Gauss constraint 3, E® = 0.
The Gauss constraint does not depend on A,, and is thus first class. If we smear it to
G[A] = fd3xA(x)8a E?, we have the Abelian algebra {G[A 1], G[A2]} = 0. The smeared
constraint generates gauge transformations leaving E® fixed and changing A, by the
gradient {A,, GIA]} = —0,A of A.

If we introduce a gauge-fixing condition, for instance the Coulomb gauge C :=
843, A, = 0 smeared to C[K] = f d*x K (x)C(x), the system of constraints ceases to be
first class. We have

{GIAL CIK]} = / dxd®y (3, A)(x)(=8 3 K (»)8(x, y) = / d*xK 59,9, A

which clearly does not vanish everywhere on the constraint surface. The system provided
by the Gauss constraint together with the Coulomb gauge condition is second class for all
smearing functions satisfying §**9,0, A # 0. For harmonic functions satisfying 8°°9,0, A =
0, the gauge fixing is not complete and does not provide a second-class system of constraints.
This is the well-known fact that the Coulomb gauge fixes the gauge freedom of changing
A, to Ay — 0, only up to gauge transformations generated by harmonic functions:
if 89°0,A, = 0 satisfies the gauge, also §°°9,(A, — 3y A) = 0 satisfies it if and only if
83,0, A = 0.

In general, completely fixing the gauge requires a restriction to a subspace intersecting
each gauge orbit exactly once. If this can be achieved, which is often difficult to do in
explicit form, no gauge freedom is left. Since all gauge flows are then transversal to the
gauge-fixing surface, the set of constraints plus gauge-fixing conditions is second class by
definition.

Example 3.7 (Einstein—Hilbert action)
For gravity, the action to start with is the Einstein—Hilbert action

J—detgR
Seulg] = f d*x (—e 87 ¢ ﬁmmr> (3.36)
167G

whose stationary points are given by solutions to Einstein’s equation. The proof is lengthy
but makes use of several identities which will also appear in the canonical formulation.
Before continuing with the machinery of Hamiltonian formulations, we will thus first
demonstrate explicitly that (3.36) is indeed the correct starting point to derive momenta
and equations of motion.

We compute the variation 8(/— det g R,,8%?) by a background-field expansion, setting
8ab = &ap + 88ap for an arbitrary ., and expanding to linear order in §g,p. Functional
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derivatives can then be read off using (3.31). We will show that g, satisfies Einstein’s
equation if and only if §Sgy = 0.

1.

Connection components. We call V, the derivative operator compatible with gu, and ¥V, the
operator compatible with g,,. All indices will be lowered or raised with g, and its inverse. This
gives

0= Vagbu = vagbz: - C:jbgdc - Cl‘llz‘gbd

Jfor a partially symmetric tensor Cy,. = C{y.,. Thus, Ceap + Cpae = Va8pe for Cape := gangc and,
using the symmetry of Cj,,

1
Cop = 8 Caup = Eg“i ((Ciap + Cpaa) + (Capa + Capa) — (Cpaa + Caap))

1 - - .
58”1 (Vagea + Vogaa — Vagas)

1 ~cd cd v v S
5(8 +88°) (Vad8ba + V688ad — Vadgas) -

Due to Cjylsg,,—0 = 0, this is at least of linear order in 88,y. Its linear term is

1 . . N
8Cy, = Eg“’ (Va5gbd + V408aa — Vdagab) . (3.37)

. Curvature. Using V,Vyw, — V,V,0. = Ruplw, for any 1-form w, and

Vavbwz: = vaﬁba)z: - va((:‘}cylca)d) - C;h(vewu - Cgcwd) - C:L‘(vbwe - C]‘)Iga)d)
we have
Che = CopCacwa

ae

(VaVy = Vu Voo, = (V,Vy — ViV, — (V,C, — VyC )y + (CE,

ac ca
and thus

Rabcd = ﬁab('d - 26[06‘5]5 +2C;, CZJe N

cla

For the Ricci tensor, this implies that
B & b b
Rac = Ruc - 2V[aCb]c + 2C'ce[a Cb]e
which has as linear variation

SRy = —V,8CE 4+ V,8CE . (3.38)

In particular, 8“6 R, =: V,v° is a total divergence.

. Determinant. We make use of the identity

€ Quc8br 8eg8an = Eepen det g (3.39)

abed and §.peq both denote the totally antisymmetric tensor taking values zero or +1. (We

where ¢
use the bar to indicate that &,,.q is not obtained by lowering indices of ¢**°*. In fact, as tensor

fields they are quite different, £*°°¢ having density weight one and &,p.q density weight minus one;
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see the Appendix.) Thus,

1 d ef; 1 abed _efgh
Sdetg = 38 (eeT% g0 8br 8eg 8an) = ce bedgel8h )t Qoo 8and8uae
1 efgh, al= ae
=gt (8" &1pqn det 8)8g,. = det gg*“8g..
= —det g gu.08" (3.40)

where we used 0 = 5(8%°8ae) = 8ac08°%¢ + 8°°884e in the last step. We conclude that

ddetg 1
§y/—detg = ———— = ——,/—det gg..6¢“ . 341
v ety 2V dcteseds (4D

With these variations, we finally have
1
8(V/—detgRupg™) = =3/~ det g geaRupg"' 88" + /—det g Rupg™

+/—detg g8 R
= /—detg (Rup — SR8u)38" + g“"8Rap) . (3.42)

Here, \/—detgg®™8R,, = /—detgV,v* = d,(/—det gv*) integrates to a boundary term
by Stoke’s theorem. Provided that there is no boundary or that boundary terms vanish
by fall-off conditions, Sgulg] is functionally differentiable, and its variation produces the
Einstein tensor. We will discuss the issue of boundary terms in Chapter 3.3.2, once additional
methods for dealing with hypersurfaces have been provided.

3.2 Geometry of hypersurfaces

We now turn to the canonical formulation of gravity and apply the systematic procedures
for an analysis of constrained systems. There will be several constraints with a non-trivial
and very interesting algebra, and their expressions are rather involved, more so at least
than the Gauss constraint of electromagnetism. It is thus helpful to perform the required
calculations not by brute force, although a certain amount of force will be necessary, but
by using geometrical techniques to split a space-time tensor into spatial parts.

3.2.1 Foliation

As Sgp in (3.306) is the correct action for Einstein’s equation, it can be used as starting point
for a canonical decomposition. A canonical formulation then requires a space-time splitting,
since only time derivatives are transformed to momenta but not space derivatives. For field
theories on Minkowski space, there are natural choices of time, and global Lorentzian
symmetries exist to change one’s choice of time. But we now face a situation in which
no background symmetries or preferred (inertial) observers exist. The notion of time has
become much more general. We thus only assume space-time M to be foliated by spatial
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surfaces ¥ & ¥, : t = const of some time function ¢. Space-time is assumed to be globally
hyperbolic: topologically, M = ¥ x R.

3.2.1.1 Normal and spatial structures

A surface X, in space-time can be considered as a constraint surface characterized by the
constraint C;, =t — tp = 0 with a constant #y. The difference from our previous constraints
on phase space is, however, that we do not have a Poisson or symplectic geometry on
space-time, but a Riemannian one given by the metric g,; and its inverse g°*. In lieu of a
Hamiltonian vector field generated by the constraint, we have the vector g*?9,C,, = g* 0t
obtained by raising the index of the 1-form d¢. (In analogy to the previous notation, we
could write it as g*d¢.) In contrast to Poisson geometry, where the Hamiltonian vector
field of a single, necessarily first-class constraint must be tangent to the constraint surface,
Riemannian geometry ensures that X¢ = g*9,¢ is normal to the surface: for any vector
field s¢ tangent to ¢t = const, we have g,,s“ X b = 529,t = 0. (It is the antisymmetry of the
Poisson tensor that makes the Hamiltonian vector field of a single constraint C tangent to
the constraint surface: XcC = P"/9;C9;C = 0.) The non-degeneracy of the metric also
gives us a means to normalize the (timelike) normal vector to n® := X%/\/—gp. X? X¢
such that gabn”n” = —1. (Obviously, Hamiltonian vector fields cannot be normalized
in the context of Poisson geometry.) We finally identify a unique normal by requiring
it to be future-pointing: n“d,t > 0. For globally hyperbolic space-times, this is always
possible.

With this structure, the tangent space in 7 M at each point of X, is naturally decomposed
into a spatial tangent space spanned by vectors tangent to X, and a normal space spanned
by the unique unit future-pointing vector field n“ normal to ¥,. Each spatial slice %, is
equipped with its own Riemannian structure: we have the induced metric hy, = gqp + nanp
which is uniquely determined by the two conditions that &,,n” = 0 (it is insensitive to the
normal direction) and /.5 = g.ps® for any vector s¢ tangent to ¥, (when applied to
tangent vectors intrinsic to ¥, it gives the same geometry as g,;). (Comparing again to
Poisson geometry, the induced metric is analogous to the Dirac bracket, which subtracts
from off the Poisson structure any contribution from the flow of constraints transversal
to the constraint surface.) In the sense of its action on different vector fields, only spatial
components are non-zero in A, and they agree with those of g,;,. We can thus consider
hyp as the spatial part of g,;, defining a positive definite metric on each spatial slice %;.
Similarly, we define h®> = g% + n“n”. It reduces to the inverse of h,, when applied to
spatial vectors tangent to X,, but is not the inverse of s,; as a space-time tensor. In fact,
neither A, nor 1 is invertible on space-time.

3.2.1.2 Time derivatives

The field A, will play a crucial role as the configuration variable of canonical gravity.
In order to define it, we had to make use of a time function, or of the foliation X, it
generates. Accordingly, we cannot view h,;, as a space-time tensor field, but rather, as a
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Fig. 3.3 Decomposition of a time-evolution vector field #* along the normal n* as Nn* + N“ with a
spatial component N“ tangent to spatial slices.

4-dimensional tensor field on the foliated space-time M. Alternatively, we may interpret it
as a time-dependent 3-dimensional tensor field on the family of manifolds X,. This is the
viewpoint we will take for the dynamics of the canonical formulation.

In this case, with a time-dependent interpretation of spatial fields, it makes sense to define
time derivatives of the induced metric or other fields. A derivative requires a direction,
which is not provided by the time function ¢ solely made use of so far. In addition, we must
introduce a time-evolution vector field t* to define the direction of time derivatives, such
that 1*V,t = 1 to ensure that it agrees with the sense of time provided by ¢. This condition
ensures that 1V, can be interpreted as 9/9¢, i.e. as the partial derivative by time for some
as yet unspecified spatial coordinates to be held fixed. (Notice that a partial time derivative
d/dt makes unique sense only if spatial coordinates x” to be held fixed are known, such
that 1V,x” = 0 in addition to t*V,¢ = 1.)

If one does not intend to select spatial coordinates, the time-evolution vector field ¢ is
not uniquely defined even if the time function ¢ is fixed. The freedom can be parameterized
by decomposing ¢¢ into a spatial part, the shift vector N := h*’t,, and the normal part
Nn® = t% — h’1, with the lapse function N = —n,t*; see Fig. 3.3. In an isotropic space-
time, for instance, we have that N = 0 as any non-vanishing spatial vector would break
isotropy, and we can write 1V, = 9/dt keeping co-moving spatial coordinates fixed. Thus,
in FLRW models n“V, = N~'9/3t is the proper-time derivative. Without isotropy, non-
vanishing shift vectors are possible. One may interpret the unit-normal vector field n and
the evolution vector field ¢ as corresponding to the world-lines followed by two different
families of observers, the so-called Eulerian observers following n¢, and ones in relative
motion following ¢¢. Eulerian observers with 4-velocity field n“ are distinguished only by
the geometry of the foliation, which may be chosen rather arbitrarily without considering a
physical setting of interest; and so for sufficiently general physical situations to be described
with any fixed foliation, the whole freedom in #* must be allowed. For instance, to simplify
calculations, the foliation may have been adapted to the flow of a matter fluid, but an
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observer should not be required to follow the same flow; #* then describes the observer’s
motion with respect to the fluid.

As defined, ¢ is not normalized and thus cannot directly be the 4-velocity of observers.
If we normalize it, using the normalization of n¢ and n? N, = 0, we obtain

4NN
\/—||l‘||2 \/1_(N’/N)2

as the relativistic 4-velocity (yy, vy \7) expressed in the frame of Eulerian observers, with
vy =1 — \72)’1/ 2 corresponding to the 3-velocity V=N /N. The shift vector thus pro-
vides the velocity field relative to Eulerian observers.

Given a time-evolution vector field, we complete the interpretation of tensor fields on
a foliated space-time as time-dependent tensor fields on space. To speak of the time-
dependence of a field, we must be able to identify points at which we read off the time
dependence. If we just have two different slices in the foliation, it is impossible to say how
a field defined on them changes unless we can uniquely associate a point on one slice with a
point on the other slice. Once this is available, evaluating the fields at the associated points
shows their change when going from one slice to the next, that is their time dependence.
A time-evolution vector field provides such an association: taking any one of its integral
curves, we identify its intersections with all surfaces in X, as corresponding to the same
spatial point at different times. Thanks to the condition #*V,¢ = 1, integral curves intersect
each X, exactly once, making the identification well defined. We can then meaningfully
define a time derivative as the Lie derivative (as discussed in the Appendix) along the
time-evolution vector field #*:

Hayd . 1a a, 1,d1 din cre
T "byeby = /’lcll i 'hc,;hhl . "hhm‘CTT ! " dyd,

m

(3.43)

m

including spatial projections to ensure that 774 by--by, 18 spatial. (Without projections,
L,T4 %,y .p, is guaranteed to be spatial according to the foliation normal to n“ only if
[t,n]*=0.)

3.2.1.3 Metric decomposition
Using the preceding definitions, we decompose the inverse space-time metric as
1
b b
— ﬁ(t“ — N9(t” — N7). (3.44)
Writing this as a matrix in a coordinate basis and inverting it, we obtain the line element

gab — hab _ nanb — hab

ds? = —N2ds® + hp(dx® + N%dr)(dx? + N°dr) (3.45)

in coordinates x“ such that 1V, = d/d¢. Space-time geometry is thus described not by a
single metric but by the spatial geometry of slices, encoded in 4, together with deforma-
tions of neighboring slices with respect to each other as described by N and N“.

For integration measures or other purposes, it is often important to know the determinant
of the metric. For the space-time metric, its decomposition in spatial terms has a simple
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expression: from (3.44) we read off the inverse time-time component g = —1/N?, while
its purely spatial part is 2%°. The shift vector only contributes to the mixed time-space
components. By a general formula for inverse matrices, the (i, j)-component of the inverse
matrix of A is given by the co-factor C;; (defined as (—=1)*/ times the determinant of
the submatrix obtained by striking out row j and column i) divided by the determinant
of A: (A =C i/ det A. Here, for the (0, 0)-component of the inverse metric, we have
the co-factor given by the determinant of h,;,, Coy = deth,,, and we already know that
g% = —1/N? = Coo/ det(gcq). Thus,

det(g.q) = —N?*det(hyy) . (3.46)

3.2.2 Intrinsic and extrinsic geometry

For a given foliation X, of space-time, we define spatial tensors as those that vanish
when contracted with the normal n* on any index. Examples seen so far are the spatial
metric h,;, and the shift vector N¢. Among spatial tensors, one can distinguish intrinsic
and extrinsic geometrical notions, depending on whether only the spatial metric 4, is used
in the definition or also n® separately, which refers to the slicing of space-time. Finally,
there are tensors that depend even on the choice of time evolution vector field, such as
N?. Such tensors are not purely geometrical but require choices about the representation of
dynamics.

3.2.2.1 Intrinsic geometry

The spatial metric itself is an intrinsic quantity, and as a metric it allows one to define a
unique covariant derivative operator D, on ¥ such that D, k. = 0. This covariant derivative
can be written in terms of the space-time covariant derivative V, as

DCTalmakbl---bz = haldl to hakdkhble] c hbzelhcfvad]mdkm...e; . (3.47)

For a proof, it suffices to note that (3.47) satisfies all requirements of the unique covariant
derivative: it immediately follows from the definition that it is linear, satisfies the Leibniz
rule and preserves the spatial metric. Indeed,

hadhbehcfvfhde = hadhbehcfvf(gde +ngn,) = 0

since gq4. is covariantly constant for V; and in the second term at least one n, will be
contracted with 2% after using the product rule. Even though the right-hand side of (3.47)
does make use of space-time constructs, when applied to spatial tensors it is an intrinsic
notion, since it is equivalent to the spatial covariant derivative defined solely by reference
to hgp.

Given the covariant derivative D,, one defines intrinsic-curvature tensors as with any
covariant derivative. For instance, we have the 3-dimensional Riemann tensor defined by

(3)Rabcd0)d = D,Dyw. — Dp D, (3.48)
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for all spatial w,, w,n® = 0. Since we make use only of the spatial derivative D,,, applied
to spatial 1-forms, O R4 is intrinsically defined. From the intrinsic Riemann curvature
tensor, we obtain the Ricci tensor and scalar by the usual contractions.

3.2.2.2 Extrinsic curvature

The route to extrinsic geometrical notions is opened up by the observation that (3.47) is
more general than the compatible covariant derivative of the spatial metric A, it can be
applied to any space-time tensor, not just spatial ones. After applying D,, the result is
always a spatial tensor according to (3.47), even if it is applied to a general space-time
tensor. We thus obtain spatial tensors, but refer to space-time objects; the resulting notions
of spatial geometry will be extrinsic.

Before introducing examples, we should be warned that (3.47) is not just an identity,
but a definition of a more general derivative operator when 7% ~~%, . is not spatial. The
generalization sometimes provides pitfalls if one is not careful enough. In particular, when
the covariant derivative is applied to a space-time tensor, one cannot use its compatibility
with the spatial metric which, by construction, only applies when the derivative is taken
of a purely spatial tensor. For instance, below in (3.49) we will consider the spatial tensor
D,nyp, with the unit normal n, to spatial slices. Erroneously using compatibility, one would
conclude that the trace h%? D,,n}, of this tensor must vanish because 7% could be commuted
with D,, and h**n;, = 0. However, one cannot commute 2%® with D, in this case because
n, is not a spatial tensor, and the general definition of D, must be used; only the right-hand
side of (3.47) can then be used as a definition of D,, where h%? and V¢ do not commute.

In contrast to the intrinsic geometry, which applies to a single (2, h,;) no matter how it
is embedded in a space-time manifold, the extrinsic geometry of ¥ in ¥ x R refers to the
bending of ¥ in its neighborhood, which in general implies a changing normal vector field
n“ along X. This notion is captured in the definition of the extrinsic-curvature tensor

Kap := Dany = hShiV,n, . (3.49)

It is a spatial tensor on X by definition of D,, but is not intrinsically defined because we
refer to n and thus to the embedding of ¥ in space-time. Several properties of K, illustrate
this tensor’s meaning and will play a role later on:

1. Ky = h,*Ven, = Vyn, + n,nVen,: we can drop one spatial metric from the general definition
of D, which would be contracted over the index b. This follows from

Kab = hbdhayvcnd = (gbd + nbnd)hacvzrnd = hacvcnh + nbndhayvcnd

noting that n’V,ny = 1(n?Vng 4+ ngVen) = 1Ve(ngn) = 0 (n” is normalized). Here, we have
several times commuted the space-time metric and its covariant derivative, which, in contrast to
commuting h,, with D,, is always allowed.

2. K, = Kj,: the extrinsic curvature tensor is symmetric. To prove this, we take two arbitrary spatial
tangent vector fields Y*V, = f*9/0x* and Z“V, = g“0/dx“ and compute their commutator

o 08" aaf”> d

axp

Y, Z1°V, == —
Y, 7] (f oxe 8 pa
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By definition, the commutator is also spatial. Thus, we have
0 = n.lY, Z1° = n(Y’V, 2% — Z°V,Y%)
= —Z°Y"Vyn, + Y Z'Vyn, = Y Z¥(Vyn, — Vany)

where we used n,Z* = 0 = n,Y*“ before the last step. As a result, all spatial projections of V,n,
are symmetric, which constitute K. (This is a special case of the Frobenius theorem.)
3. Extrinsic curvature is (half) the Lie derivative of the intrinsic metric along the unit normal:

Kup = %Enhah (3.50)
To prove this, we compute
Lyha, = nVehgy, + he,Van© + hy Vipn©
= nV.(n.n,) + Vyn, + Vipn,
= (84" + nan)Veny + (8" + npn)Ven, = 2K,

using the symmetry of K, in the last step.
4. Finally, we have

1 .
K = ﬁ(hab — DNy — DyN,) (351)

where we use the time derivative f, = h, hy? L heq defined by evolution along ¢“-trajectories as
in (3.43). This follows from the last property:

1 1
Kab = Eﬁnhab = ﬁ(Nn(.vchab + ha('vb(NnC) + h('bva(anl))

1 . 1
ﬁhathdct—thd = ﬁhachbd(cthcd - £thd)

where we substituted Nn® =t — N and smuggled in projections h¢h¢, since we know that
K, is spatial. The claimed identity then follows from the last step noting that Lyh.4, with the
spatial shift vector N¢, can be computed purely spatially and equals D,N, + D,N,, since D,
is compatible with /,,. (Notice that, according to our definitions, /1, is not an object of either
intrinsic or extrinsic geometry, since its definition requires not just knowledge of n* or the foliation
%, but also of the selection of a time-evolution vector field #“. So do the lapse function N and
the shift vector N“. The dependence on properties of * not given solely by n“ cancels out in the
combination with N and N¢ on the right-hand side of (3.51).)

Example 3.8 (A 2-sphere in Euclidean 3-space)

Our definitions and calculations in this section were mostly insensitive to the signature of
space-time, and so we can apply them in Euclidean space as well. A 2-sphere in Euclidean 3-
space is most easily described in polar coordinates (r, ¥, ¢). We have the line element ds> =
dr? 4 r2(do? + sin® 9 de?). A surface at constant r has unit co-normal n, = (dr),, and car-
ries the induced line element h,,dx?dx? = (8ap — ngnp)dx®dx? = r2(do? + sin? 9de?).
(Only one of the signs in this equation must be adapted to the signature, or more precisely
the spacelike nature of the co-normal.) With constant components of the co-normal in the
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coordinates used, V n, = —I'}, provides a diagonal matrix with components (0, r, r sin? )
along the diagonal. Multiplying with hz, which simply projects to the angular components,
K., as a tensor on the sphere is represented by a diagonal matrix with components
(r, r sin® 0) along the diagonal. This clearly agrees with the normal derivative of the met-
ric according to (3.50), in this case K., = %8hab/8r. The trace of extrinsic curvature is
K =2/r.

3.2.3 Curvature relations

Intrinsic and extrinsic curvature (3.48) and (3.49) together describe the space-time curva-
ture, analogously to the splitting of the space-time metric g, into /,, and n¢ in (3.44). In
the case of curvature, however, the correspondence is not complete as a simple counting
of independent components shows: taking into account all its symmetries, the Riemann
tensor in # dimensions has n?(n? — 1)/12 independent components which results in 20
components of the space-time tensor and 6 for the spatial Riemann tensor. The extrinsic
curvature tensor, which is symmetric, provides only 6 components more, which adds up to
12 rather than 20 independent quantities.

Nevertheless, what we have introduced so far captures all curvature components neces-
sary for a canonical decomposition. The precise relation between curvature components is
summarized in relations between the different tensors.

1. The Gauss equation
hahy" hef i Regy" =9 Rape! + Kac Ky — KoK (3.52)
follows from
D,Dyw, = Dy(hp ' h*Vawe) = hy hySh"V s (he 1y Vaw,)
= ho' WV Vaw, + he (he BV hg YVawe + by (ha he"V phy, ) Va0,

where we have h,/h,8V h? = h, h,8V(g,? + nen?) = n?h,#V,n, = Kpnd in the second
term and

By (he" BV 1)V gw, = hp Koot Vaw, = — Kooy 0, Van®
= —K.Kyo.
in the last term for spatial w, with w,n* = 0. Thus,
D Rape‘@e = Do Dypwe — Dy Dy,
= h 1 hE(ViVaw, — ViV i0,) — Ko Kfwo + Kpe KE @,

which proves the identity.
2. Codazzi equation:

B hY R g Rypean® = DK s — D Koq (3.53)
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because the last term in
B RP (e g Rypean® = h P 1€ (VY — Vi Vo)n,
= hh? 11 o (Va(85'Vane) — V(84" Vanc))
= D.K sy — h.h? th¢ Vo (npn®Van,) — h® h° ch¢ Vo (npn? Vn,)
— DKoo + h®h 1 Vy(nan?Vyn,)
= D,Kjo — DKoy — hh? the (0 Vyn ) (Vany — Ving)

vanishes, using the symmetries of the spatial projection of V,n,,.
3. Ricci equation:

Raz‘bdncnd = _L:n Kab + KachC + D(aah) + aqay (354)

with the Lie derivative £, along the unit normal n¢, and the normal acceleration a, := n“V.n,
(satisfying a,n“ = 0). This equation is slightly more tedious to derive than the others; we thus
proceed in steps, sketching the main ingredients: first, we have

L, Ky =nVeKap + Koo Vpn© + KpVon©.
Using K, = h,Ven, = Vyny, + ngn®Ven,, the first term becomes
NV Ky = nVeVony, + (0 Ven ) Vany) + nanVenVvyny,)
= nVeVany + agay — (Van")(Vany) — n'VoVany + hiVe(n'Van,) .
In the last term, obtained after using n,n¢ = —g$ + h¢, we write
hy(hy, — npn)Vea, = Daay — hynpn©Vea,
= D,ay, + npa,Von® + n,nnpa,vV.n .
Thus,
nVeKay = n°(VeVy = VoVoIny, + auay + Doy — (Van)(Vany,)
+1,(Van ) Vene) + nanp(n®Ven)n Van,) .
The remaining terms in £, K, can be written as
KoeVpn® + Ky Von© = (Van)(Vpn) + npnt (Ven)(Vona) + Koo (K — npnVan©)
= (Van)(Von) + Kae K — nan® (Vanynpn®Ven® .
Several of the terms contributing to £, K, then cancel once we note that
(Van)(Vpn®) = (Van®)(Vany) + ny(Van®)(n Ven,)
= (V,n°) (Vpn, — Veny, +npnVn,)

= (Von®) (h{(Van. — Veng) + npn?Veng) = 0 (3.55)
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whose last term vanishes, since n, is normalized, and the rest, since
d dye d ¢
hb(vdnc — Veng) = hbhc(vdne — Veng) — hhnz?nc(vdne — V.ny)
e
= —n.nV,n,

is proportional to ., and vanishes when contracted with V,n¢ in (3.55). (The first terms in the last
line vanish, since spatial projections of V,n, must form a symmetric tensor as seen in the context
of extrinsic curvature.)
The Ricci equation then follows, since Ryepqnnd = n¢(V,V, — V.V,)n,,.
4. Itis useful to note a particular case of the Ricci equation that will directly be used below: there is
a vector field v* such that

Rypnn® = (K? — K, Kp* + V,u° . (3.56)
This follows as a contraction of (3.54), or directly from
Rupn®n® = Ryopnn® = —n(V, V. — V.V, )n¢

= (Vana)(VL'nE) - (Vcna)(vang) - Va(navcnc) + Vc(nu Van(.)

using
(Ven)(Van©) = g478° (Ven)(Van©)
= (heVen")(he ' Van®) — ha"nne(Ven*)(Van©)
—nanh, (Von®)(Van®) + ngn®nn,(V.n*)Y(Vyant)
= KK*,
and an analogous calculation for (V,n*)(V.n¢). Thus, v* = —n*V.n¢ + nV.n.

All other possible contractions of R,,.? with n or h,;, vanish due to symmetries of the
Riemann tensor.

Example 3.9 (Foliated 1 4 1-dimensional space-time)

In two space-time dimensions, the symmetries of the Riemann tensor require that it is fully
determined by the Ricci scalar R suchthat R peq = %Reubecd (with the totally antisymmetric
€ap = +/|detgleq, without density weight). A 1-dimensional spatial slice ¥ has, up to
orientation, a unique unit tangent vector s in addition to the usual future-pointing unit
normal. We fix the orientation by choosing s, = €u,n’ (as opposed to —eqa,n®) which
is guaranteed to be normalized and orthogonal to n®. Only symmetric spatial tensors
exist, and for degree n are proportional to s, - - - S,,. The spatial metric, for instance, is
hap = SaSp With a unit prefactor following from the normalization; h®ha, = (s%s,)* = 1
as required for a projector to a 1-dimensional space. Similarly, there is a scalar K such
that K, = Khygy,.

The Gauss and Codazzi equations are trivially satisfied in this situation, since they
would require non-zero spatial antisymmetric 2-tensors which do not exist here. (For
instance, EthZhd = 0.) The Ricci equation is more interesting: first, we have Rycpann? =
%Reacncebdnd = %Rhab using €nn® = s,. On the right-hand side of the Ricci equation,
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LKy = Loy(Khap) = hap Lo K + 2K 2h,p. The acceleration vector satisfies a, = as, with
a scalar a. Here, Dyay, = 5455554V (asy) = SqSp (as“stcsd + s“Vca) = hypLga. For the
scalars multiplying h,p, the Ricci equation then becomes

1
SR= —K?>—L,K +a*+ Lsa. (3.57)

3.3 ADM formulation of general relativity

Extrinsic curvature, as shown by (3.51), plays the role of a “velocity” of the spatial metric
and is thus a candidate for its momentum. It indeed appears in the Einstein—Hilbert action
due to the Gauss—Codazzi relations: using symmetries of the Riemann tensor, we have

R = (h* = n*n®)(h* — nn)Rapca = h*’h° Rapea — 2Rapn“n”
= h B8 h, h ;" h iy Rapea — 2Rapn®n®
=R+ K, K% — (K9)* — 2V, 0" .
Up to the divergence V,v“, we can thus decompose the Ricci scalar into a “kinetic” term
quadratic in extrinsic curvature and a “potential” term @R which only depends on the

spatial metric and its spatial derivatives.
The Lagrangian, with detg = —N 2 det h from (3.46), becomes

1
Loray = d3x\/—detg R
g 16nG[ v aets
1
=G ExNVdeth(PR + Koy K — (K,“)?) (3.58)
T

up to boundary terms which do not affect local field equations. (Boundary terms will be
discussed shortly.)

3.3.1 Constraints

From (3.58) we immediately see that the action depends on fzab via K, but, as expected
from the considerations at the beginning of this chapter, is independent of time deriva-
tives of the remaining space-time metric components N and N¢. We thus have primary
constraints,

aLgrav SLgrav
x)=——"-=0, (X)) = — = 3.59
P = oo Palir) = oS (3.59)
These are all the primary constraints because the relation
SL rav l 8L T ~ d th
pPx)y= L = E _e(Kab _ chhab) (3.60)

Shay(x) 2N 8K, 167G
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can be inverted for
. 16t GN
@ Jdeth

We have the total gravitational Hamiltonian

2pab — Pehap) + 2D Ny . (3.61)

ngav = /d3x (l’.labpab - Lgrav +Apn + Mapa)

16rGN 1 N+/deth
— d3 . ab _ ~ .c\2 2 abDaN _ (3)R
/ X (—deth (p P = 5P | +2p T en G

+ / Ex(py + 1 pa) - (3.62)

The primary constraints imply secondary constraints

, 167G w Lo Jdeth
0= py ={pn, Hygav} = = Jaeh <Pah[’ "—E(pa)z) +m(3)R = —Cygay (3.63)

called the Hamiltonian constraint, and

0 = pne = {pwe, Haa) = 2¥/det hDP ((deth) ™2 poy) = 2Dy pb = —CE™  (3.64)

called the diffeomorphism constraint. To derive C5", we have integrated by parts, using

2f d*x+/dethD,(p® N, /+/deth) as a boundary term for any vector field N¢. Also, this
boundary term is ignored for now, but will play an important role later.

With these definitions, we see that the total Hamiltonian (3.62) is a linear combination
of constraints (times multipliers):

ngav = [d3x(NCgruv + Nacagrav + )\PN + MapN“) + HGZ (365)

up to boundary terms Hyy whose form we will determine in the next section. The lapse
function N and shift vector N now play the role of Lagrange multipliers of secondary
constraints. There is no proper Hamiltonian which would be non-trivial on the constraint
surface. This is in agreement with the fact that there is no absolute time in general relativity,
since a non-vanishing Hamiltonian would generate time evolution in an external time
parameter. (Only non-vanishing boundary terms based on fixed boundary values for the
metric could lead to unconstrained evolution with respect to a preferred boundary time.)
Instead, dynamics is determined by the constraints, such that evolution as a gauge flow
can be parameterized arbitrarily. In this way, we see the reparameterization invariance of
coordinates in a generally covariant theory. In fact, explicit calculations (to be discussed in
more detail in Chapter 3.3.4) confirm that the constraints are first class and thus generate
gauge transformations which do not change the physical information in solutions. The
Hamiltonian constraint does this for time, and the diffeomorphism constraint for spatial
coordinates. Once these constraints are satisfied, we make sure that the formulation is
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space-time covariant even though we started the canonical formulation with the slicing of
space-time determined by a time function 7.

3.3.2 Boundary terms

We have so far ignored boundary terms, in the variation of the Einstein—Hilbert action in
Example 3.7 as well as in variations done so far for the canonical formulation. If space
is without boundaries, boundary terms clearly play no role, and in other cases they can
sometimes vanish by boundary conditions. However, not all situations in general relativity
allow sufficiently strong fall-off conditions to make all boundary terms vanish, since the
metric must remain non-degenerate; not all its components can drop off to zero.

A discussion of boundary terms is required to ensure that the Lagrangian varied is indeed
functionally differentiable by the fields. Functional differentiability means that we can write
the variation of the Lagrangian L,y as

8 Lgray = / &x (A®S8hay + B8 K ) (3.66)

with two functionals A?? and B%® which we then identify with 6 Lgray /8hap and § Lgray /6 K a,
respectively. If there is a boundary and boundary terms do not vanish by virtue of fall-off
conditions for the fields or restrictions on the variations, the varied Lagrangian is not of
the form (3.66) with only a bulk contribution, and functional derivatives are undefined. To
ensure functional differentiability, boundary terms must be added to the original action, in
order to cancel those terms arising from integrating the variation by parts. The values of
boundary terms will also play an important physical role in Chapters 4.2.2 and 5.3.6.

3.3.2.1 Gibbons—Hawking term

In Example 3.7 we ignored the term g*’§R,;, when verifying that the Einstein—Hilbert
action has extrema given by solutions to Einstein’s equation. Thanks to Eq. (3.38), this
term is the total divergence

g’8 Ry = —V,(g7°8CC, — g"°sCY)

which does not contribute to the local field equations if the action is functionally differen-
tiable. To ensure that all boundary terms cancel, we now compute the value of the resulting
contribution.

As always, in order to fully specify the variational principle used, we must determine
how the fields are allowed to be varied at the boundary. In classical mechanics, for instance,
Euler—Lagrange equations for a particle’s motion are found by varying the trajectory g (),
keeping its endpoints fixed. While ¢ is unrestricted at all times between the initial time #y;tial
and the final one, ffna1, 89 (finitia)) and 8¢ (fanar) are held constant. (After having determined
the equations of motion, it is sometimes useful to allow more general variations, for instance
to find conserved quantities.) Similarly, variations of fields on manifolds with boundaries
of space, amounting to timelike boundaries in space-time, cannot be completely free at
the boundaries. In what follows, we will require the induced metric to be fixed at the
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boundary, while the space-time metric in a neighborhood, and thus extrinsic curvature of
the boundary, may vary. To be specific, we will assume the boundary to be timelike; a
fixed boundary metric can then be interpreted as an asymptotic reference frame carried
by a family of observers moving along the boundary. To avoid convergence issues, we
assume the boundary to be at a finite location in space; truly asymptotic properties will be
introduced and used for boundary observables in Chapter 5.3.6.

Using the formula (3.37) for the varied connection, we obtain g 8CS, = % g%4V8g.q and
g7e8Cy. = g"gIV,88.4 — $8"°V8gpe. easily combined to provide the total-divergence
term 8’8 Ry, = V4(Vp88ac — Vabdgpe)g?¢. Thus, if space-time M has a boundary dM, a
boundary term

/ d*x/—detg g’ Ry = / d*yy/—detq r*g"(Vp8gac — Vadghe)
M oM

= / d*yy/—detq r'q"(Vp8gac — Vadgie)
oM

arises. Here, we denote coordinates on the boundary by y. For a timelike boundary, as
assumed, the induced metric g,;, has negative determinant. The spacelike unit normal to the
boundary is the vector field 7. Thus, g** = g* — r%r? by a change of signature compared
to our induced metrics for spacelike slices. We have made use of this relationship as well
as of antisymmetry properties in the last step.

Let us now restrict the metric variations to those leaving the boundary metric and the
normal vector field unchanged: 8g,5|53 = 0. This eliminates the first term of the previous
result, since g%V, is a derivative tangent to the boundary, along which 8g,. is constant.
We are left with

f d*xy/—det g g*6 R, = — / d3y/—detq r'g*V,8gp. . (3.67)
M oM

In this expression, a normal derivative r*V, of the metric features, which looks similar
to Eq. (3.50) obtained for spacelike surfaces. Indeed, it is easy to relate the remaining
variation to one of extrinsic curvature of the boundary, more precisely the trace of extrinsic
curvature K = g?’V,r,. Since the induced metric and the normal are held fixed, the only
term contributing to §K is the connection I'S,, from which we have

ab c 1 ab .c
0K = —q*"8Crc = Eq rV.8gaup -

(The other terms in 8C¢, have only derivatives of g, tangent to the boundary.) The result
is exactly what we have in (3.67), and we write

f d*x\/—det g g"’86R,p, = —2/ d3y/—detq 8K . (3.68)
M oM

The boundary term vanishes only if § K vanishes. However, we have already decided that
the induced boundary metric remains unchanged under variations; also to fix the extrinsic
curvature would usually be too restrictive. There may thus be a non-vanishing boundary term
— unless we amend the original action, Sgy, by a boundary term to cancel the one produced
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ra

Fig. 3.4 A spatial slice with normal n“, intersecting the timelike space-time boundary with outward-
pointing normal r¢.

here. This is indeed possible, since (3.68) is the total variation —28 ( I oM d*y/—detgK )
If we use the action
1
S=S8m+—— [ d&y/—detgk (3.69)
87 G oM

amended by the Gibbons—Hawking boundary term (as proposed by Gibbons and Hawking
(1977)), all boundary terms in variations cancel and the action is functionally differentiable
in the presence of boundaries with fixed induced metric. A detailed account of boundary
terms in variations of the Einstein—Hilbert action has been given by York (1986).

3.3.2.2 Boundary contribution to constraints

With the Gibbons—Hawking term, the action is functionally differentiable by metric varia-
tions fixed at the boundary. The boundary term must then also be included in the canonical
decomposition, where it will provide extra terms. Returning now to the canonical analysis,
we notice that another boundary term was ignored when writing the Einstein—Hilbert action
in the form (3.58), producing a combination of different boundary terms. We already know
the form of the Gibbons—Hawking term; now we can compute the remaining one to see
how it all combines.

In the situation of constraints in the presence of boundaries, we are led to consider two
different 3-dimensional submanifolds of space-time: the boundary, which we still assume
to be timelike, and a spatial slice; see Fig. 3.4. The boundary has unit normal ¢, and
the induced metric g%’ = g%» — r%r® as before. The spatial slice ¥ with its unit normal
n® carries the canonical induced metric 1%’ = g% + n“n®. At the boundary 3% of the
spatial slice these two submanifolds intersect in a 2-dimensional surface. On that surface
we can induce a metric o, in two ways: from the spatial slice or from the boundary. We
obtain 0% = h* — r%r® = g + n“n®. Here and in what follows we make the simplifying
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assumption that n°r, = 0. Thus, r¢ is tangent to X and provides the normal to 9% within
¥; similarly, n? is tangent to d M and provides the normal to 9 X within 9 M.

When expressing the 4-dimensional Ricci scalar in terms of the 3-dimensional one and
extrinsic curvature by

R=®R+ K"K, — K> —2V,(n’Vyn® — n®Vyn®)

we had so far ignored the total divergence. If the spatial slice ¥ has a boundary 0%, the
Lagrangian (3.58) will receive a boundary term from this divergence, in addition to the
Gibbons—Hawking term restricted to d X. Since the total divergence is obtained for a space-
time vector field, we have to start from the space-time action and work our way down to
the 2-surface d X. Using the normal ¢ to the boundary d M and the induced metric g,5, we
have

—2/ d*x\/—detg V,v* = —2/ dy/—detqg ry(n®Von® — n?Vyn®)
M M

= —2/ d*y\/—detg run®V,n¢
oM

thanks to the assumption r,n* = 0.

On the boundary, the cross-section d X plays the role of a spatial slice in the 3-dimensional
boundary space-time dM; its metric determinant satisfies N+/deto = /—detq with the
lapse function N at the boundary. Moreover, we denote coordinates on d% by z, which
combines with the time coordinate ¢ to the coordinates y on dM; in particular, d*y =
d?zdt. Then, the purely spatial boundary contribution to the constraints, splitting off the
t-integration, is

—2/ d’>zN~/deto ran®V,nt = 2/ d*2N~/deto n®n’Vyr,
> 9

b
using again our simplifying assumption n“r, = 0.
This term is to be combined with the restriction of the Gibbons—Hawking term to 0%,
resulting in

2/ d*zN+/deto (K + nn®Vyr,) = 2/ d’zN+/deto (g* + nn®)V,r,
D> 9

z

= 2/ d’zN+/deto o™ V,r,
Iz

= 2/ d*zN+/deto k
)

as the boundary term of the canonical Lagrangian (3.58). All terms combine to the trace of
extrinsic curvature k, now corresponding to the spatial boundary 0 X as a surface in ¥ with
unit normal r¢.

Finally, there is a boundary term 2 f d?z/det o ry( p‘“’ Np/+/det h) that arose when we
computed the diffeomorphism constraint by varying the shift vector. The total Hamiltonian
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thus receives a boundary contribution

Hys[N, N%] = / &z (—(Sn G)~'deto Nk + 2r.p® N, /N) (3.70)

Iz
as derived by Brown and York (1993). See also the reformulation by Booth and Fairhurst
(2003) using phase-space techniques on the solution space of general relativity. (Although
the timelike boundary of space-time no longer explicitly enters in this formula, which,
rather, refers only to a spatial slice and its own boundary, we have used the orthogonality
of the normals n“ and r“ in the derivation. The equation, thus, strictly applies only in the
case of a foliation of space-time for which %, forms a timelike boundary orthogonal to
the spatial slices X,. The general case has been discussed from different perspectives by
Hayward (1993), Hawking and Hunter (1996) and Booth and Mann (1999).)

This expression plays an important role in the definition of quasilocal quantities of energy
and momentum (“quasilocal” in the sense that it refers to submanifolds in space-time —
the boundary — rather than single points). A direct application, however, would give
unacceptable results. For instance, if we take part of a spatial slice ¢+ = const in Minkowski
space, bounded by a 2-sphere of radius R, the boundary Hamiltonian is non-vanishing:
According to Example 3.8, the sphere has a trace of extrinsic curvature k = 2/R, such
that a slicing with N = 1, N* = 0, corresponding to a static observer, provides a non-zero
Hamiltonian Hyx[1, 6] = —R/G. The conditions of orthogonality of spatial slices and the
timelike boundary in space-time are met, and there are no additional terms in the boundary
Hamiltonian. On the other hand, Minkowski space is empty and should not provide a non-
zero result for energies. To avoid the conclusion that we have to assign non-zero energies
to regions of Minkowski space even as measured by static observers, we “normalize” the
boundary Hamiltonian (3.70) by subtracting from it its value obtained for a reference space-
time whose energy behavior we think we understand.® In particular, we expect energy and
momentum to vanish for Minkowski space-time, justifying the normalization

Hy3™[N, Nl = / d22(—N(8nG)"(\/deto k — +/det 5 k)

)
+2Ny(rap™ = 7 ™)/ N) (3.71)

in which all barred quantities refer the tensors computed for our reference space-time. The
Minkowski quantities then obviously vanish.

If we consider a space-time other than the Minkowski one, non-zero values of Hjg™
will signal deviations from the Minkowski behavior related to the Hamiltonian and thus to
energies. In particular, if that space-time allows a timelike Killing vector field £, which also
leaves the reference space-time invariant, and if we use £ as our time-evolution vector field
t* = Nn® + N“, evolution of the canonical boundary data is generated by the Hamiltonian

6 Such subtractions are required especially if asymptotic boundary quantities are to be computed by taking a limit in which the
boundary approaches infinity. Without subtractions, the boundary integral would diverge as seen by the Minkowski example.
We will discuss asymptotic properties in a later chapter.
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Horoy[N, N1 = Hy3™[N, N¢] since all the constraints in the bulk term must be satisfied.
For a Killing vector field £, this is a conserved quantity whose components,

E=—@81G)"! / d’z (N(\/deta k — +/deté 12)) (3.72)
)

9

and
J=2 [ Pz (N = ™)) (3.73)
X

including the subtraction for normalization, are the Brown—York quasilocal energy E and
(angular) momentum J (depending on whether N¢ is a rotational or translational vector
field).

Example 3.10 (Quasilocal energy in the Schwarzschild space-time)

In the Schwarzschild space-time described by the original Schwarzschild coordi-
nates, families of spheres at constant r = R provide timelike boundaries orthog-
onal to spatial slices t = const. Their unit normal vector field is obtained from
re = (dr)./~/T=2GM/R. Extrinsic curvature, following Example 3.8 but using the
Schwarzschild connection, leads to a diagonal extrinsic-curvature tensor with compo-
nents (R\/T—2GM/R, R\/T —2GM/Rsin* ) along the diagonal. Its trace is k =
2/T—=2GM/R/R. The quasilocal energy for static observers along these spheres is
H™(1, 0] = —(VT=2GM/R —1)R/G which is finite and, as expected, provides a for-
mula for the black-hole mass. If R > 2GM, Hj3™[1, 6] =M+ O(GM/R)).

3.3.3 Equations of motion

The variational problem with the correct boundary term is well defined, and we can proceed
to compute local equations of motion generated by the Hamiltonian. Hamiltonian equations
of motion of the general type (3.15), (3.16) then give N(x) = A(x) and N°(x) = pu“(x),
which tells us that these functions can change arbitrarily due to reparameterizations. More-
over, hap = {hap, Hgay) just reproduces the equation (3.61) in terms of the momentum.
Finally, we obtain a non-trivial evolution equation

8 Hyray
(Shab

pah = {Pah, ngav} =

which we compute in several steps, using the basic expression

Shea(x)

= 58" 98(x, y) (3.74)
ahab(y) ( D

of the functional derivative as a symmetrized product of delta tensors and functions.
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We denote the different /,;,-dependent terms in Hgp,y as

1671GN 1
H = [ & @ pedpy hpa — =pP phaphe 3.75
1/xm<pp bd = 5P P haphed (3.75)
H, =2 / dExp®D,N, =2 / &Exphy(8,N° + G, N?) (3.76)

h* OR,, (3.77)

N+/deth
H; = —/‘d3x—e
167G

where G¢, are connection coefficients for the spatial covariant derivative D,. In these
expressions, it is important to use indices in positions as they appear in the basic definitions,
for instance p®’ with upper indices. (This tensor density is canonically conjugate to 4, and
thus to be held fixed in functional derivatives by £,,.) Otherwise, one could overlook factors
of the spatial metric which contribute to the functional derivatives. Similarly, covariant
derivatives are metric-dependent via the connection coefficients and provide non-vanishing
functional derivatives.

In the variations of H;, H, and H; we will make use of of the formulas (3.37) and (3.41)
already computed in Example 3.7:

Sdeth = deth h*’8hyy (3.78)

1
3Gy, = Ehad (DpSheq + DeShpg — Dadhye) . (3.79)

These relations also hold in the three spatial dimensions used here, not just in four space-
time dimensions for which they were derived explicitly. We then have

SHI_SZNGN(ac bdh lab c) SNGNhab<Cd l(C)2)
Sha, ~ aerh \P TR ) T gyt PP TR

from the explicit metric factors as well as the determinant,

6H,
(Shab

3G¢
= 2pYI D N + 2/ d3xp6dhde—8hﬁf N/
ab

=2p““D.N" + / &Ex (pN7 (D (8%18"a)8(x, ¥))
+ Dy (89c8"0)d(x, ¥)) — Da (8“8 1)3(x, 1))
— 2p@p,NY — \/deth (DC (pf“’N“) /«/deth)

+Dy; (p”th/\/m> — D, (pw‘d‘N”)/«/M))
— 2p“D,.N® — \/dethD., (p“”NC/«/M)
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with several terms from the derivative of connection coefficients, and finally

d d ¢
BHy _ NN/eth s,y NYeth ) +fd3x N/deth (Dcscdc 0% )

Shy, 167G 327G 167G Shap Shap

N/deth N/deth ‘
SV gar _ XL pabOR 4+ Sdeth (h? D.DN — DD N) .
167G 327G

In the last calculation, we have used

167G Shay ¢ Shyy

d d c
/d3x N+/deth (DCSG[IC D, 3G% )
1
=5 / d’xN+/deth (D (h* (Dy (80.858(x, ¥)) + D (8%628(x, )

= De (5(,020(x, ))) + Da (h“ R (De (8,843(x. )

+ Dy (5808, ) = De (887,8(x, 1)))))

_! / d*xv/deth (—(D°N) (D (88(x, y)) + h*’ D.5(x, y)

2
— D" (85(x,y))) + (D*N) (D (898(x, y)) + D“ (828(x, y)) — h*’ D.8(x, y)))

1
= E«/deth(ha”DCDCN —2D°D"N 4+ h**D,D¢N)

= /deth(h"*D,D°N — D*D’N).

Combining all variations, we obtain the final equation of motion

jor o NVdeth (@mb - %(3)Rh“b) 1 SO (;fdpcd - %<p£)2>

167G v/deth

32nGN _ 1 , deth .
— il acpcb _ _pubpz + € (DanN _ huchDcN)

v/deth 2 16 G

+/det h D (p®* N¢/+/deth) — 2p“D.N? . (3.80)

So far, we have used only the gravitational part of the action given by Sgy. If matter
sources are present, they, too, contribute to the action and thus to the canonical constraints.



60 Hamiltonian formulation of general relativity

In particular, the matter Hamiltonian will be added to the Hamiltonian constraint Cg,y, and
energy flows of matter to the diffeomorphism constraint C5 . The canonical derivation
presents these contributions in terms of functional derivatives of the matter energy, which
allows one to relate the terms to physical components of the stress-energy tensor. We will
discuss examples in more detail in Chapter 3.6.

Alternative gravity theories Along similar lines, canonical formulations are performed for
alternative theories of gravity, such as higher-curvature actions where curvature invariants
obtained from contractions of the Riemann tensor are added to the Einstein—Hilbert action,
or theories in higher dimensions. With higher-curvature terms, new degrees of freedom
normally arise and the phase space is enlarged. In the space-time picture, this results from
higher-derivative terms in the action, with field equations no longer of second order. Then,
some of the first-order time derivatives are to be treated as independent variables rather
than momenta, and they have momenta of their own. One can see this from the variational

equations, which for a Lagrangian L(q, ¢, ..., q") depending on derivatives up to order
m are
< d“ oL
» (—1f——=0. (3.81)
k)
k=0 dr® 9q

By the Ostrogradsky procedure, one reformulates this higher-order equation as a first-
order system by introducing the variables p,,_; := dL/3q" and recursively p;_; :=
BL/aq(k) — pr for 1 <k <m — 1. The equation (3.81), when combined with the defining
equations for all the p;, then takes the Hamiltonian form py = dL/dq. A discussion of Leg-
endre transformation shows that p; plays the role of the momentum of ¢®. This procedure
has been reviewed for instance by Govaerts and Rashid (1994) who have also provided a sys-
tematic formulation in the spirit of constrained systems. The higher-derivative Lagrangian
is extended by auxiliary degrees of freedom g and pg, 1 < k < m — 1, appearing in the
extended Lagrangian

m

L(q. G, Qe i 1) == L(q, Qe dm—1) + Y, ia(qec — Ge—1) (3.82)
k=1

where L is the original higher-order Lagrangian with higher derivatives reduced to first-
order ones using the auxiliary variables subject to the relations gy = ¢;—; imposed via
constraints. (We identify gy := g.)

Example 3.11 (Auxiliary variables)

A canonical analysis of (3.82) leads to momenta py := p = dL/dq, pr = dL/3qx of qx
and w, = AL /3y of ux, the latter constrained to vanish as primary constraints. Another
set of primary constraints follows from the definition of py: Vi := pr—1 — ux = 0 for
1 <k <m— 1. (Although q; appears in the action, for k < m — 2 this happens only
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linearly. Momenta are then not constrained to vanish, but they are fixed by simple algebraic
equations; only p,_i is a dynamical momentum.) The primary constraints are second
class.

A comprehensive analysis of higher-curvature actions for gravity, leading in particular
to higher derivatives, has been performed by Deruelle et al. (2009), with further details
by Multamaki et al. (2010). An example for higher dimensional theories is given by
brane-world models, as reviewed for instance by Maartens (2004). In this interpretation,
the 4-dimensional space-time is a submanifold in a higher, say 5-, dimensional one. A
canonical analysis then naturally allows a foliation by two independent parameters: one
orthogonal to the brane and one along the time flow within the brane. The number of
different tensorial quantities according to the double decomposition then rises rapidly and
the analysis, as developed by Kovics and Gergely (2006) and Keresztes and Gergely (2010),
is quite involved. Another extension of the Einstein—Hilbert action is supergravity, which
introduces fermionic degrees of freedom of the gravitational field. A first canonical analysis
was given by Deser et al. (1977). We will not cover supergravity in this book, but present
the canonical formulation of fermions in Chapter 3.6.4.

3.3.4 Hypersurface-deformation algebra

We have now determined all the constraints of general relativity, four primary as well
as four secondary ones. They must form a first-class algebra because we expect there to
be four independent gauge transformations by changing space-time coordinates, exactly
the number of secondary constraints on phase-space functions. (The primary constraints
only generate changes of N and N¢.) Verifying the first-class nature explicitly, especially
for the Poisson bracket of two Hamiltonian constraints, is tedious, though in principle
straightforward with the canonical structures at hand. It is possible to perform the explicit
calculation in simpler form after a canonical transformation to new variables introduced
later.

3.3.4.1 Off-shell algebra of constraints

In addition to the first-class nature, which tells us that Poisson brackets of the constraints
vanish on the constraint surface, the specific “off-shell” algebra of the constraints, satisfied
by the constraint functions on the whole phase space including the part off the constraint
surface, is of interest, too. Its form shows us what kinds of transformation the constraints
generate, and how they are related to space-time properties. Knowing that the constraints
are first class, we can compute the algebra rather easily by using simpler matter actions and
their constraints.

In the presence of matter, the combined Hamiltonian constraint is C = Cgray + Cragter-
Similarly, the diffeomorphism constraint C, = C5™ + C™r receives matter contribu-
tions. It is convenient to exhibit the structure of the system for constraints in smeared
form, integrated with respect to the multipliers N and N“: the smeared Hamiltonian
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constraint H[N] = f d3x N(x)C(x) and the smeared diffeomorphism constraint D[N?] =
f d3x N (x)C,(x). For two Hamiltonian constraints, we then have

{H[N], HIM]} = {Hgrav[N] + Hmauer[N1, Hgrav[M 1+ Hmauer[M 1}
= {Hgravy[N], Hgray[M1} + {Hgray [N ], Hmatter[M 1}
+ {Hmatter[N]y ngav[M]} + {Hmaner[N], Hmatter[M]} .

Now we use the fact that the gravitational Hamiltonian constraint does not contain terms with
spatial derivatives of the momenta. If we choose a matter contribution that does not couple
to extrinsic curvature but only to the spatial metric, as it is realized for a (minimally coupled)
scalar field or the Maxwell Hamiltonian, no integrations by parts have to be performed in
computing the mixed bracket { Horav[ N1, Hmaer[M1}. Thus, no derivatives of lapse func-
tions occur, and the combination { Horay [NV ], Hmatter[M 1} 4+ { Hmatter [N ], Horay[M ]} of mixed
brackets is proportional to NM — M N = 0. For matter without curvature couplings, we
have

{H[N], HIM]} = {Hgray[N], Hgray[M1} + { Hratier[N ], Himaver[M1}.  (3.83)

Minimally coupled scalar field Here, the second term can be computed easily if we choose
a simple scalar field ¢ with momentum p,, subject to the Hamiltonian constraint

— 3 1 p‘%’ _ l / ab
Hya1ar[N] = /d xN (2@ 3 dethh (3a(p)(8b(p)+\/deth‘/((p)> (3.84)

and the diffeomorphism constraint

Dol N = / FxN @)y (3.85)
Functional derivatives of Hgca,/[/V] are easy to compute:

5 Hocaar [N v
el M) /Gethh™ (0,N)(00p) + No, (VaethA® ) + NV/aelh S
5(x) d¢
aHscalar[N] — p</7
3py(x) Jdeth

which gives

SHscalar[N] (SHscalar[M] _ (SHscalar[M] 5Hscalar[N]
S¢ 3py % 3py
= h®@pp)py(M3,N — N3, M)

and upon integration

{Hscalar[N], Hscalar[M]} = Dscalar[hah(MabN - NabM)] . (386)
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The constraint contributions for a scalar field form a linear algebra, with two Hamiltonian
constraints with lapse function N and M having a Poisson bracket equal to the diffeomor-
phism constraint with shift vector h*(Md,N — N3, M).

Similarly, we compute 8 Dycalar[N*1/8¢ = —0,(N“py), 8 Dscatar[N“1/8p, = N¢d¢, and
thus

{Dscalar[Na]v Dscalar[Ma]} = /dsx (—3a(NaP<p)Mb3b§0 + Naaafﬂab(Mwa))

= Dycatar[ N8, M” — M*3,N"]. (3.87)

Since the diffeomorphism constraint of matter is independent of the metric and its momen-
tum, the matter part of the Poisson bracket (3.87) already shows the diffeomorphism con-
straint algebra. The Poisson bracket of a Hamiltonian constraint with the diffeomorphism
constraint, on the other hand, requires the gravitational part of the diffeomorphism con-
straint to be taken into account due to the metric dependence of the Hamiltonian constraint;
see Exercise 3.6.

General algebra Matter contributions do not form individual constraints; they rather con-
tribute to the total constraints together with the gravitational parts. Poisson brackets between
matter contributions nevertheless tell us what the full constraint algebra must look like,
using the fact that we expect it to be first class: according to (3.83), for matter without
curvature couplings the gravitational and matter Poisson brackets must add up to a com-
bination of full constraints. From (3.86), we know that the matter contributions provide
a Poisson bracket given by the matter contribution to the diffeomorphism constraint with
a specific shift vector. The full algebra can be first class only if the Poisson bracket of
two gravitational contributions to the Hamiltonian constraint provides the gravitational part
of the diffeomorphism constraint with exactly the same shift vector. Thus, we must have
{H[N], H{M]} = —D[h**(N3,M — M3,N)].

Explicit calculations for the Poisson brackets involving the diffeomorphism constraint,
such as (3.87), complete the full constraint algebra

{DIN"], D[M“]} = D[Ly»M"] (3.88)
{D[N“], HIN]} = H[LnNa«N] (3.89)
{H[N1, HIM]} = —D[h“*(N3,M — M3,N)]. (3.90)

In the first two lines, we simply have the expected action of infinitesimal spatial diffeomor-
phisms, with multipliers on the right-hand side given by Lie derivatives Ly» M* = [N, M]*
and Ly« N = N9, N. The last line, however, does not have a direct geometrical interpreta-
tion and differs from the first two by the appearance of the field #?, a phase-space function
rather than just multipliers. This part of the algebra shows that we are dealing here with
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so-called structure functions, not phase-space independent structure constants as one would
have them in a Lie algebra.

3.3.4.2 Space-time and the constraints

Intuitively, the action of the Hamiltonian constraint is supposed to complete the spatial
diffeomorphisms generated by D[N“] to the full space-time diffeomorphisms realized as
gauge transformations in general relativity. This is indeed the case, but only “on-shell”:
space-time diffeomorphisms are generated by the set of all constraints provided that the
constraints are solved. One can see the necessity of the on-shell requirement by looking
more closely at how the diffeomorphism constraint generates spatial diffeomorphisms:
the Poisson bracket of any phase-space function g(/.,, p®) with the diffeomorphism
constraint D[N“] with phase-space independent N¢ is the Lie derivative of g along
the vector field N¢, fd3xN“{g, C.}=(0g/8hcg)Lnahey + (8g/8p6d)£Nu p°. However,
if we make the shift vector dependent on phase space variables, as it naturally appears
in the Poisson bracket of two Hamiltonian constraints, we should more precisely write
fd3xN“{g, C,} ={g, DIN"]} — fd3x{g, N?}C, to produce the correct terms for a Lie
derivative. The first term is the transformation generated by the diffeomorphism constraint;
and the second term f d3x{g, N“}C, vanishes when the diffeomorphism constraint is sat-
isfied, but not off the constraint surface. For phase-space dependent N the constraints
generate diffeomorphisms only on-shell, and due to the presence of structure functions in
(3.90) the constraint algebra cannot be consistently restricted to phase-space independent
N and N for which the constraints would generate space-time diffeomorphisms even off-
shell. The spatial diffeomorphism algebra of D[N“], on the other hand, can consistently
be restricted to phase-space independent N¢: it forms a subalgebra (3.88) not involving
structure functions.

Another consequence of the presence of structure functions is that the constraints do
not generate a group. Thus, they cannot completely correspond to space-time diffeomor-
phisms, which do form a group. For the algebra of constraints, not only space-time and
its deformations but also the foliation used to set up the splitting and to define lapse and
shift is relevant. The decomposition, on the other hand, makes use of the metric, since we
use the normal vector to hypersurfaces when we define N and N¢. A space-time diffeo-
morphism deforms the hypersurfaces, reorients the normal, and mixes lapse and shift. It is
not surprising, then, that the metric also shows up in the algebra of constraints. Many of
these and related issues are discussed in detail by Hojman et al. (1976). An algebraic notion
appropriate for the constraint algebra with structure functions is that of a Lie algebroid; see
Chapter 4.3.2.6.

Hypersurface deformations Space-time diffeomorphisms can be realized only if the foli-
ation used to set up the canonical formulation is allowed to be deformed. This is indeed
how the algebraic relationship between two Hamiltonian constraints can be visualized
(Fig. 3.5). A single action of H[N] is an infinitesimal deformation of a spatial foliation
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Fig. 3.5 Illustration of the hypersurface deformation algebra. The thin solid line is obtained from the
initial one (bottom) by deforming with N;(x) along the initial normal, the dashed one by deformation
with N,(x). Secondary deformations are then done with respect to the normals of these intermediate
surfaces.

along the normal vector field by a position-dependent amount N (x). The Poisson bracket
(3.90) corresponds to the difference in doing two such deformations associated with N (x)
and M(x) in a row, but in the two different orderings. Since the second deformation is
then performed with respect to two different intermediate slicings with their normal vector
fields, the result depends on the ordering (unless N and M are constants, in which case the
spatial slices are just moved parallel along their normals). Infinitesimally, the difference
is a deformation along the final slice as generated by the spatial diffeomorphism on the
right-hand side of (3.90).

The hypersurface-deformation algebra illustrates the underlying covariance of the theory.
Such an algebraic property of constraints is more complicated to check than covariance of
an action formulated in terms of space-time tensors, but it has the same content. (It is even
more general, since it can apply to modified space-time structures as well, as they often
occur in quantum descriptions of gravity; see Chapter 6.) Just as the gravitational action is
determined by the requirements that field equations be covariant and of a certain order in
derivatives of the metric as analyzed in detail by Lovelock (1970), the canonical constraints
can be reconstructed from the constraint algebra together with an assumption about the
derivative order, as shown by Hojman et al. (1976) and Kuchat (1974).

Poincaré algebra For Minkowski space-time, we can use the usual global Cartesian co-
ordinates to define spatial slices + = const., on which we have coordinates x“. A Poincaré
transformation maps these coordinates to new ones ¢ and x*, and the new spatial slices
t' = const. represent a hypersurface deformation of the old ones (or in this specific situation,
a hypersurface tilt as defined by Kuchar (1976b)). For a pure rotation, only the shift vector
is non-vanishing and of the form N¢ = €%y, x.. A spatial translation has a constant shift
vector N = §“. For a pure boost, a spatial slice is tilted, represented by a linear lapse
function N = a,x“ vanishing on one plane through the slice with rapidity artanh|«|; see
Fig. 3.6. A time translation, finally, has a constant lapse N = 8.
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t=const

v

Nnai* E t=const

Fig. 3.6 A hypersurface tilt representing a boost by a linear lapse function.

Poincaré transformations must then form a subalgebra of the hypersurface-deformation
algebra. Indeed, with lapses and shifts as specified above, one can easily check that all
algebraic relations are correct. For instance, for two rotations we have { D[N b, D[M?]} =
D[Ly»M?] with a new shift LyeM® = —e™“y,x, with y, = eahcylbyz" from N¢ =
E“bcy”,xc, M* = e“bcyz;,xc. A boost and a rotation satisfy {H[N], D[N“]} = H[N%9,N]
with the new lapse N99,N = €““a,y,x, linear, thus again corresponding to a boost.
Finally, for two boosts we have {H[N|], H[N,]} = —DI[8%(N,8, N> — N»d,N,)] where
the spatial metric is just i, = 8,5 for a Euclidean slice of Minkowski space. The result is a
rotation with linear shift §*(N,9,No — N2dpNi) = €™ ypx. with y, = eabca{’ag. Sim-
ilarly, one can see easily that the translation generators are included correctly in the
algebra.

3.3.4.3 Space-time gauge and observables

In general relativity we have eight first-class constraints: the four primary constraints
pu ~ 0, with p,, canonically conjugate to N* = (N, N) now collected in a 4-vector, and
the secondary constraints C,, = (C, C,). This suggests the existence of eight independent
gauge transformations, even though we expect only four independent infinitesimal space-
time coordinate transformations along a vector field £*. The reason for this apparent
doubling of gauge transformations in a canonical framework is the fact that not only
coordinates (usually understood as corresponding to the gauge degrees of freedom in general
relativity) but also the frame can be changed without affecting observables. Regarding
time, for instance, not only the time coordinate ¢ can be changed, which then deforms
the foliation of space-time by ¢ = const slices, but also the time-evolution vector field ¢
even for a fixed foliation. As we have seen, the foliation does not fix the time-evolution
vector field; specifying this vector field thus constitutes extra freedom present in any
canonical formulation. A covariant formulation, by contrast, makes use of space-time vector
fields and their derivatives along coordinate directions, not separating between space-time
splitting (the foliation) and time evolution. In what follows, changing coordinates (and
thus the foliation if ¢ is transformed) will be called a coordinate gauge transformation,
while changing the time-evolution vector field (and thus lapse function and shift vector)
will be called a change of frame. Such a distinction is useful for a careful treatment
of transformations at the Hamiltonian level, while all of them together constitute gauge
transformations of the corresponding action.
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Space-time gauge For a full discussion of the space-time gauge in canonical gravity, it
is useful to employ the extended phase space, where not only 4, and p®’ are canonical
variables but also N* and p,,. This framework, including its application to gauge transfor-
mations and observables, has been developed in particular by Pons et al. (1997). From the
perspective of canonical variables, we can see another reason why covariant formulations
mix the roles of gauge and frame, distinguished more clearly in canonical versions. If we
were to take only the four secondary constraints, they generate the correct transformations
of the spatial metric under changes of coordinates. However, the full space-time metric must
change, but its time-time and time-space components depend only on lapse and shift and
thus have vanishing Poisson brackets with the secondary constraints. In order to generate
the correct coordinate transformations of all space-time metric components, the primary
constraints are also required. But which combination of primary and secondary constraints
generates space-time gauge transformations?

The values of the lapse function and shift vector used in a particular space-time gauge
must change when a coordinate transformation is applied. From the canonical perspective,
this follows from the fact that lapse and shift enter the equations of motion for the dynamical
variables via the constraints. If we consider a generic situation of a fully constrained
system with a certain number of constraints denoted collectively as C[N*] with several
independent Lagrange multipliers N, any phase-space variable ¢ changes in time by
G = {gq, CIN"]} with respect to the frame specified by a fixed set of N4. (For general
relativity, N4 = (N(x), N%(x)) would be a 4-vector defined on a spatial slice. Counting the
spatial dependence, these are infinitely many multipliers.) A coordinate transformation is
generated by the same constraints: ¢’ = ¢ + 8.4q with 8.4g = {g, C[€4]}. In general, the
transformed ¢ can satisfy the same form of equations of motion,

@) ={q', CIN"*1}, (3.91)

only if there is a non-trivial transformation from N4 to N’ = N4 + §.s N4. The equations
written here, together with the constraint algebra, are sufficient to derive the §.s N A and
their generator.
We do so by computing both sides of (3.91) separately. On the left, we have
(@) =G4+ @erq) =G +8cag + 8e1q
=G +1q, Cle" I} + (g, CLe" 1} = ¢ + {{g, CIN®1}, Cle* 1} + {q, CLé* ]}
=4 +1{g. {CIN®], Cle"}} + {q. CI€*1} + {{g, Cl€* 1}, CIN®)

using the Jacobi identity in the last step. On the right-hand side of (3.91), we have
{g". CIN"'} = {q + 8eaq. CIN" + 8.c N1}

=q +1{q, C[8.4NP1} + {8caq, CIN®1} + O(€?)
=4 +{q, CI8.4N"1} + {{g. C[e"1}, CIN®]}
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up to terms of second order in the infinitesimal generator €. Comparison shows that
Cl8es NP1 = Ce¥] + (CIN®], Cle" ]} = CL€"] + C[(N. €)] (3.92)

defining the bracket (N, )€ := N4eBF$, with the structure constants (or functions)
F, of the constraint algebra {C[N4], C[M 2]} = C[F{; N4 M?]. For field theories with
smeared constraints C[N*(x)] = f d3xN“(x)CM(x), the definition of the structure con-
stants/functions involves integrations:

(CINGOL CM )} = [ ey zN CON' DI 5, 720G 2).

From (3.92) we read off the change 6.4 N8 = é¢8 + (N, €)® required for gauge transfor-
mations consistent with the equations of motion. Combined with the gauge transformations
8.4q for dynamical fields, a compact expression for the generator of all gauge transforma-
tions is G[e4, €8] = C[e?] + p[€® + (N, €)8] where p4 are again the momenta of N4,
providing the primary constraints now smeared with é2 + (N, €)8. A general gauge trans-
formation, including the Lagrange multipliers, thus depends on €# as well as €. These two
fields must be considered as independent, since all fields in the canonical formulation are
defined only on space, while coordinate time is simply a parameter along the gauge flow.
The justification for denoting ¢4 in this suggestive way comes from a comparison with
equations of motion as in the derivation above, or with space-time gauge transformations,
for instance as Lie derivatives, in general relativity.

In fact, as one can verify by explicit calculations, the combination

Gle", é"] = Cle"] + p [é" + [ Exd’yN" (x)e* (0 FLi (x, y:2)] (3.93)

smeared with two independent vector fields €e* and é* and computed with the secondary
constraints and structure functions Flf;(x , ¥;7) of general relativity, is the generator of
coordinate changes for all the space-time metric components. The structure functions
F!, (x, y;z) can be read off by comparing

{CIV", Cle"]} =: CLS Exd’y A (o) (9)Ff, (x, y32)] (3.94)

with (3.88), (3.89) and (3.90). For instance, Ffo(x, v;2) = 8(x, 2)0ya8(x, ¥).

In general relativity, the vector field €* is defined only on spatial slices, and gives rise to a
spatial scalar €” parameterizing deformations along the normal of spatial slices, and a spatial
vector field €* parameterizing deformations within spatial slices. For a given foliation with
unit normal vector field n“ and spatial vectors s{, i = 1, 2, 3, spanning a basis of vector
fields tangent to the spatial slices, the components of €* provide a space-time vector
field

€ =en + eisf’ . (3.95)

The functional (3.93) generates space-time deformations along this vector field. To compare
this with a coordinate transformation, we must relate the vector field €* decomposed in
components €” normal and tangential to spatial slices, to a vector field with components &§*
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along the coordinate lines. Spatial coordinates are not that important in this context, and so
we can assume them to change along the directions s (or assume that we have chosen the
s7 along spatial coordinate lines in the first place). The time direction, by contrast, matters:
in general, it is not along the unit normal vector field n* but along the time-evolution
vector field 1 = Nn® + N°. Inverting for n? and inserting in (3.95) provides the new
decomposition
0 i
€ . N )
€ = Nﬂ* + (e‘ — We“) st = g% 4 Es (3.96)
Gauge transformations generated by (3.93) along €“ agree with coordinate transformations
x> xt* + &E*, using the relationship (3.96).

Gauge fixing In order to fix the full gauge, gauge-fixing conditions for the primary as
well as secondary constraints must be specified. According to our distinction, this requires
conditions to fix the frame (the choice of lapse and shift entering the time-evolution vector
field) and the coordinate gauge. It is much easier to discuss frame-fixing, thanks to the
simple form of primary constraints.

The primary constraints appear in the total Hamiltonian Hyy, = H + A* p,, with unspec-
ified multipliers A*. Fixing the primary constraints means that we choose four additional
constraints 7, = 0 such that the combination of primary constraints and the gauge-fixing
conditions v, becomes second class. Second-class constraints can directly be solved with-
out considering any gauge transformation, which in our context means that the primary
constraints, and the undetermined multipliers A* with them, will simply drop out of the
total Hamiltonian.

With the choice y#* := N* — f# with certain functions f* depending only on &,
and p“ but not on p, or N*, the primary constraints will clearly be part of a second-
class constrained system (p,,, ¥"): det{p,, ¥"} # 0. Solving the second-class constraints
provides the frame-fixed Hamiltonian H = [ &*>xN*C,, = [ d*xf*C,, in which lapse and
shift have been specified by f*. After frame-fixing, there is a unique generator of the
dynamics.

After solving the second-class part of the frame-fixed system, there still remain the
secondary constraints C,, generating the coordinate gauge. They, too, may be fixed by
gauge-fixing conditions x, = 0 such that det{yx,, C,} # 0, but doing so explicitly in a
globally valid form is much more complicated than for the primary constraints. Moreover,
we would want the gauge-fixing conditions to be preserved by the evolution generated by
H, imposing the further requirement that

0 0
(e HY + 22 /d3Xf”{xM, cy+ e _y.

ot at

The matrix {x,, C,} here is required to be invertible for good gauge-fixing conditions,
and f* cannot vanish identically for a non-trivial dynamics from H = [ d*xf*C,. All
these conditions can be reconciled only if d, /9t # O for at least one component . In
other words, some of the gauge-fixing functions y, of the secondary constraints must be
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explicitly time-dependent, and thus time in this context must be a combination of phase-
space variables: we can solve the gauge-fixing conditions for ¢ (at least locally) to obtain
a relationship between ¢ and phase-space variables. Such a time variable is called internal
time, rather than an external time parameter as used in coordinate representations. Notice
that this conclusion, which can be found in Pons et al. (1997), of a required internal-time
picture results directly from the fully constrained nature of the system discussed here: only
in this case are the matrix {),, C,} appearing in the conditions for second-class constraints
after gauge-fixing and the one appearing in the dynamical preservation of gauge-fixing
conditions identical to each other.

Internal time Coordinate time in general relativity appears as a gauge parameter, and
the dynamics is fully constrained. There is no non-trivial Hamiltonian which would take
non-zero values on solutions to the constraints and generate any noticeable change with
respect to some absolute time. If we decide to forgo gauge parameters and gauge-dependent
quantities, time in general relativistic systems must be relational: we can notice change
not by the motion of objects with respect to an external time parameter, but by the relative
change of one object or degree of freedom with respect to another one. This viewpoint has
been and is still being developed by Bergmann (1961); Rovelli (1991) and Dittrich (2006,
2007).

The choice of the object whose change is to be described usually depends on the physical
questions asked, for instance the growth of the scale factor a in cosmology. Its change, in a
gauge-independent manner, must be described with respect to another degree of freedom,
such as a matter field ¢. The choice of this reference degree of freedom, then called internal
time, is rather arbitrary. Ideally, one would like a quantity that has a monotonic relationship
with coordinate time ¢ in a gauge-dependent formulation. Any event characterized by a
fixed value of ¢ would then correspond to a unique time slice # = const. However, finding
such a variable is very difficult, except for some simple models; this constitutes the problem
of time, reviewed by Kuchar (1992).

The relationship between coordinate-time and internal-time formulations can explicitly
be demonstrated for so-called deparameterizable systems. They exist in two types: “non-
relativistic” and “relativistic”. In each case, a system is deparameterizable if its Hamiltonian
constraint can be brought to the form

C=—f(g,p)+glg, ph(p,) =0 (3.97)

with a function 4 depending only on the momentum p,, conjugate to the choice of internal
time ¢, and two other functions f and g which depend only on canonical variables other than
¢ and p,. For h(p,) = p, (or some other linear function), the system is “non-relativistic,”
for h(p,) = p(f, (or some other quadratic polynomial) the system is “relativistic.” The
distinction here refers to the usual energy dependence of dispersion relations in non-
relativistic and relativistic systems, respectively, with p, as the momentum of time playing
the role of energy. This is a property of the deparameterization, not of the physical model
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considered. There are “relativistic” as well as “non-relativistic” deparameterizations of
models in general relativity, as we will see.

We now describe the “relativistic” version in more detail, but the “non-relativistic” one
is very analogous (and slightly simpler). There are then two possible procedures: we can
treat the constraint (3.97) as a generator of gauge transformations with coordinate time as
the gauge parameter, or we can solve the constraint for p, and treat p, as a Hamiltonian
generating evolution with respect to internal time ¢. The latter procedure is reasonable, since
the evolution generated for ¢, dg/dg = {¢, p,} = 1 makes sure that ¢ proceeds uniformly.
In order to show that p,, is indeed the Hamiltonian for evolution with respect to ¢, we will
now evaluate both procedures and verify that they are equivalent.

Let us focus on a phase-space function x(g, p) independent of ¢ and p,,. In coordinate
time, it changes by

dx 2
3 = Ch=l S gdng
The variable ¢ changes by
de
— ={p,C} =2gp,.
ar {p, C} 8Py

The Hamiltonian p,(q, p) = £+/ f/g generates evolution with respect to internal time:

dx g x, f) - fex g dx /dt

— =X, ppq, )} ==+ =- :

de 2Jf/g de/dr
Except for the minus sign, all these equations of motion are consistent with each other
according to the chain rule.

Evolving observables The equation of motion dx/d¢ = {x, p,(q, p)} is a differential
equation for x(¢), possibly coupled to other equations for the remaining canonical variables.
If we can find the general solution x(¢; qo, po) parameterized by labels qg, po which one may
interpret as the initial values of g and p at some fixed time ¢y, we obtain a gauge-invariant
Dirac observable: Gauge transformations

dx
{x(@:q0. Po). C(qo. po. pp)} = —{x. f} + {x. g}p, + 2Py g, =0

of x(¢; qo, po), interpreted as a phase-space function via (go, po) and parameterized by ¢,
vanish.

Example 3.12 (Free, massless relativistic particle in one dimension)

The energy relation for a free, massless relativistic particle amounts to the constraint
C=—-p>+ pé = 0, where p,, is the energy conjugate to an internal time ¢. Solving the
constraint implies p, = |p| as the Hamiltonian in internal time (assuming the “energy”
Dy to be positive). Internal-time equations of motion are dg/d¢ = sgnp and dp/dg = 0.
While p is constant and already a Dirac observable, for q(¢) we obtain the solutions
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q(¢;q0, Po) = qo + ¢ sgnpy. A direct calculation verifies that {q(¢; qo, po), —p% + pé} =
—2po +2p, sgnpo = 0.

Equations of motion in coordinate time are dgq /dt = —2p, dp/dt =0, dp/dt = 2p, and
dp,/dt = 0. Clearly, dg/d¢ = sgnp = 2p/2|p| = —(dgq/dt)/(de/dt).

3.4 Initial-value problem

For testable predictions, any theory must provide unique solutions in terms of suitable initial
data. This corresponds to the practical situation in which one sets up an experiment, that
is, specifies an initial configuration and boundary conditions, and then makes observations
to be eventually compared with theoretical predictions. A basic mathematical requirement
for the equations underlying a theoretical framework is thus that they form a well-posed
initial-value problem: for any allowed set of initial values a unique solution must exist
such that it depends on the initial data in a continuous manner. The first condition ensures
predictivity, the latter is added in order to ensure stability in situations in which initial
values cannot be arranged to arbitrary precision. For general relativity, analyzing these
rather practical questions is closely related to the issue of space-time gauge; see also the
review by Friedrich and Rendall (2000).

3.4.1 Hyperbolic systems

Well-posedness is often realized if the underlying differential equations are hyperbolic. We
assume a quasi-linear system of k differential equations of order m in n variables, of the
general form

> A1) - 05U = Llu] (3.98)
2 ai=m

where u(x) € R¥ collects the unknown functions, L[-] is an arbitrary (possibly non-linear)
derivative operator of order m — 1 and Ay, .. 4,)[u](x) are coefficients forming a k x k-
matrix depending on x and derivatives 97/ - - - 87 u of lower order Y, ; < m. Only the
highest-order derivative with ), o; = m, explicitly written in (3.98), thus appears in linear
form, but not lower order ones.

For a quasi-linear system, we define the principal symbol

o(x,u, &)= Z Ay, an ICOET -+ £ (3.99)

evaluated in an arbitrary covector &,, whose components are taken to the powers «;. The
principal symbol is thus a k x k-matrix which depends on x, u and the inserted covector.
A characteristic is a co-vector &, satisfying the characteristic equation

deto(x,u,&,) =0. (3.100)
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A characteristic surface is a constant-level surface ® = const for which the differential d®
is a characteristic. In particular, a characteristic surface requires a real-valued characteristic.

Example 3.13 (Wave equation)

For the 2-dimensional Klein-Gordon wave equation ¢ — ¢” + V(¢) = 0 we have the prin-
cipal symbol o(§) = £ — €2, which is independent of t, x and ¢. Characteristic surfaces
are obtained from functions ® satisfying ®> — &2 = 0, solved by ®(t, x) = f(t + x) with
an arbitrary function f. The surfaces ® = const are given by the 2-dimensional light cones
t £ x = const.

In general, characteristic surfaces correspond to wave fronts and determine the local
form of linearized plane wave solutions. They are thus relevant for the propagation of
initial values.

A quasi-linear system is called hyperbolic if km real characteristics exist, counting their
multiplicity as solutions of the characteristic equation (3.100). Itis called strictly hyperbolic
if km distinct real characteristics exist. Strictly hyperbolic systems are important because
they can be shown to define well-posed initial value problems. For instance, by the preceding
example, we know that a single wave equation is strictly hyperbolic. But two coupled wave
equations of the same type are only hyperbolic and not strictly hyperbolic because the
multiplicity of characteristics is increased. Strictly hyperbolic systems are rather special
and do not encompass all types of wave equation found even in simple examples.

A more general version of hyperbolicity, which is implied by strict hyperbolicity, is
symmetric hyperbolicity. A symmetric hyperbolic system is a set of first-order equations

A%t x, w)ou + AN(t, x, u)du + B, x,u) =0 (3.101)

such that A® and A’ are symmetric matrices and A° is positive definite. Symmetric hyper-
bolicity is defined only for first-order equations, but this is not a strong restriction, since
higher-order equations can be reformulated as first-order ones by introducing auxiliary
fields. However, hyperbolicity properties of the resulting system may depend on how the
reformulation is performed.

Example 3.14 (Wave equation in symmetric hyperbolic form)

In the wave equation ¢ — ¢" + V(¢) =0 we introduce ¥ ‘= ¢ and o := ¢ so as to
transform it to a set of first-order differential equations. As our independent functions we
use ¢, o and  and impose the additional condition ¢ = ¢ = as it follows from the
definitions. Then, an equivalent formulation of the wave equation is

¢ 000 ¢ v
lo|=(0 0 1|o|o |+ 0
14 0 10 v —V(¢)

which is of symmetric hyperbolic form.
Had we chosen to use ¢’ = o as one of the differential equations instead of 6 = V', the
resulting system would not have been symmetric hyperbolic, although it would certainly
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have been equivalent to the same second-order wave equation. This demonstrates how the
choice of independent fields matters in the formulation as a symmetric hyperbolic system.
In more complicated cases, such as Einstein’s equations, exploring the possibilities of
bringing a system to symmetric hyperbolic form can be quite involved.

The example also illustrates the importance of the signature for hyperbolicity: for the dif-

0 0 O
ferential operator ¢ + ¢” the same procedure would resultinamatrix A* = [ 0 0 1
0 -1 0

which is not symmetric. This cannot be repaired by a different choice of independent field
because the equation is elliptic, not hyperbolic.

Symmetric hyperbolic systems are more general than strictly hyperbolic ones; for
instance, coupling two wave equations would leave the system symmetric hyperbolic but
not strictly hyperbolic. Even the more general symmetric hyperbolic systems are well
posed, the proof of which we sketch here for the case of A® = 1.” We will also assume 9; A’
and B to be bounded. The key tool in the proof is the energy functional

E=/ | |2d" ' x (3.102)
X

over surfaces t = const. It will allow us to use ordinary differential-equation techniques to
analyze partial differential equations.

We assume u to be of compact support and provide an energy estimate, i.e. an upper
bound for

dE S\ an—1 i -1
Z oo wiyd = =2 | (u, Aldu+ B)Yd" . (3.103)
dr ) b))

Using the symmetry of A?, we have

/(u,A"a,-u)d"*lx =/(Aiu,aiu)d"*1x
x

z

:/ 8i(Aiu,u)d”_1x—/(ai(Aiu),u)d”_lx
X

by
= —/ (3 ADu, uyd™'x — / (A"3;u, u)d"'x
by by
and thus

—2/<u,Aia,-u)d"—‘x=/<(8,~A")u,u>d"—1x.
p) p)

7 This is a restriction and cannot always be achieved by diagonalization while preserving the symmetric hyperbolic form. One
can certainly write A = R~! DR with an orthogonal matrix R and a diagonal one D, since A" is symmetric in the symmetric
hyperbolic case. Moreover, D cannot have vanishing entries for A° to be positive definite; they could thus be transformed to
one by rescalings. However, the components of R and D will in general depend on the coordinates and, more importantly in this
context, on u, preventing us from absorbing the rotations and rescalings in a redefined dependent vector u without introducing
extra terms from derivatives. More general proofs exist to show well-posedness of any strictly hyperbolic system.
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Applying the Cauchy—Schwarz inequality to (3.103)

(aA Y, u)d ' x —2/ (u, BYd" 'x
z

4 12 12
" e (e
= z
; 12 12
||8iAl||sup/ ||M||2dn71x +2 (/ ||B||2dn1x) (/ ||u||2d"1x>
z > .

< CE+CVE (3.104)

IA

IA

for some constants C| and C, obtained as the supremum of 9; A’ and the L?-norm of B,
respectively.

This energy estimate can now be used to conclude uniqueness of solutions: assume
that we have two solutions u; and u, for the same initial data and consider E :=
[5 lluy —uz]|*d"~'x. Since both solutions have the same initial data, we have that
E;—o = 0. Moreover, the energy estimate implies that 0 < |dE/dt| < C1E + C>+/E and
thus (dE /dt);—o = 0. Taking time derivatives® of (3.104) and applying the same reasoning
then shows that all time derivatives of E vanish at E = 0, and E(¢) = 0 must be identically
satisfied (using analyticity). Thus, u; = u, and any two solutions with the same initial
values must be identical. (At this point the positive definiteness of A° would be used in a
general derivation.)

Similarly, we can derive stability because the energy estimate implies that dE/df must
be small if E is small, i.e. nearby solutions deviate from each other only slowly. To
demonstrate the existence of solutions for given initial data, we can choose a function
basis, approximate it by a finite set and thus map the partial differential equation to a large
system of ordinary differential equations. For the latter, there are general results which imply
the existence of solutions, and we can use continuity to take the limit back to the infinite
basis.

3.4.2 Hyperbolic reductions

In its canonical formulation, Einstein’s equation is formulated as a set of first-order equa-
tions. The ADM form, however, does not make this system symmetric hyperbolic. For
instance, the corresponding A° is degenerate: from the point of view of differential equa-
tions, N and N“ are independent functions but do not appear with time derivatives in
equations of motion. Instead, they can be freely chosen and determine the space-time

8 An inequality fi(x) < f>(x) for two differentiable functions does not imply that fi(x) < f5(x) as one can easily see from
examples. But if f1(0) = f2(0), the inequality does imply that f{(x) < f;(x) in a neighborhood of zero. This is the situation
we have here.
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frame, that is, the direction of the flow of time used in the differential equations themselves.
In the presence of arbitrary functions in the equations, the solution for h,;, and p®’ start-
ing from given initial data cannot be unique, which would be one of the requirements of
well-posedness.

3.4.2.1 Space-time gauge

Especially for numerical relativity — the development of computational codes to solve and
evaluate the equations — this constitutes a problem that may be dealt with by including
additional equations, such as gauge-fixing conditions. To motivate common choices, it is
useful to discuss the relation of N and N¢, or the frame, to the space-time gauge determined
by choosing coordinates such that the time evolution vector field is d/07.

Let us start with an arbitrary coordinate system ¢/, x'“ . in which the metric tensor has
components g'*"". Metric components in canonical form (3.44) are determined by

1

— = "Xt 3.105
Yo =& @, (3.105)

mzv“(t, x€) = g™V ()31, x (3.106)
as they follow from the general tensor transformation law. For a given, specified choice of
lapse and shift, these equations may initially not be satisfied, but one may view them as
partial differential equations for new coordinates #(x"), x“(x’) such that the metric becomes
one written in the desired frame: g®° = —1/N? and g% = N“/N? according to (3.44). For
instance, (3.105) has the form of a wave equation for ¢ coupled to the remaining equations
through x“. In this way, prescribing N and N“ can be seen as determining coordinate
systems, and thus the space-time manifold via the atlas they form.

Solutions to canonical equations depend on initial values for &, and p“®, but also on N
and N“ as gauge conditions (on all of space-time). For given N and N¢, coordinates can
be determined in the way described, which implies that the manifold is part of the solution.
This is the distinguishing feature of general relativity as a generally covariant framework,
in contrast to other field theories such as Maxwell theory whose solutions are functions on
a given manifold.

In this sense, general relativity provides dynamical equations not for fields on a given
space-time, but for space-time itself. This property is one of immense implications for
the fundamental understanding of nature, but it complicates the issue of well-posedness
of the field equations. Having to specify certain functions, lapse and shift, on the whole
space-time, not just their initial values, is unsuitable for an initial-value problem. Also
practically, there is too much freedom in choosing N and N¢ to achieve desired properties
for space-time representations in numerical codes. For a more tractable set of equations,
one has to reformulate the system of equations further by introducing new equations for
lapse and shift which determine them through initial values. This can only be achieved by
parameterizing the gauge freedom more conveniently, for instance by coupling lapse and
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shift to gauge-source functions: source terms appearing in differential equations for lapse
and shift or for coordinates. If a hyperbolic system results in this way, the reformulation is
called a hyperbolic reduction, discussed by Friedrich (1996).

3.4.2.2 Gauge-source functions and the ADM system

A gauge-source function cannot be formulated in terms of tensors, which would be insen-
sitive to the gauge. Any equation fixing the gauge must be non-covariant so that it can
be satisfied only in one coordinate system. A natural choice is to use the non-tensorial
Christoffel symbols for this purpose. In particular, we may take the contracted coefficients
I'* .= g"*I'*, and require that they equal a fixed set of functions, I'* = F*. This condition
provides differential equations for new coordinates x"”', since

VeV =gt 80 = g Tl 8 = -1 = —F". (3.107)
(Note that we have to treat x" as functions rather than a tensor in the first covariant
derivative. The second covariant derivative then acts on a tensor provided by the first
covariant derivative, which results in the connection coefficients.) Since (3.107) provides
standard wave equations known to be well-posed, solutions determine coordinates on
space-time from given initial values.

A common choice is F#* = 0, in which case one obtains harmonic coordinates satisfying
VHV”x“" = 0. These coordinates have several analytical but also numerical advantages
as pointed out by Bona and Massé (1988, 1992). The first numerical results obtained
by Pretorius (2005) for the form of gravitational waves from merging black holes were
extracted using generalized harmonic coordinates introduced by Garfinkle (2002), obeying
(3.107) with functions F" that are evolved numerically, starting with the harmonic initial
condition F” = 0. The equations they obey specify the gauge, or the evolution of the
frame.

Alternatively, one obtains evolution equations for lapse and shift by prescribing the
FV on all of space-time. From the equation for the Christoffel coefficients in terms of
partial derivatives of metric components, applied to the canonical metric, one obtains (see
Exercise 3.12)

&N — N%9,N = N*(K%, — n“T,) (3.108)
3N — NPa,N* = N*(G* — D“log N — hiT?) (3.109)

where G? := h**G%., G, being the spatial connection components as used before. With
these equations we have first-order differential equations for lapse and shift in terms of the
gauge-source functions I'“, which complement the equations of motion (and constraints)
we already have for h,;, and K,; from the ADM formulation.

In order to see their hyperbolicity, we reformulate all equations as second-order differ-
ential equations for N, N¢ and h,;, for a given I'“. The leading differential order in the
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equation of motion for N is then

1
m(&, — N%9,)*N = (8, — N“9,)K*, + lower-order terms
= D,D"N + lower-order terms

= h*9,0,N + lower-order terms

where we have used the first-order equation of motion for K¢, and the Hamiltonian
constraint to express ¥ R in terms of lower-order derivatives. Similarly, we obtain

%(B, — N99,)*N? — h*43.9,N* = lower-order terms
1 a 2 de

m(&, — N0,) hpe — h““0,40.hp. = lower-order terms
with the same differential operators at the highest (second) order. Since lower-order deriva-
tives, even non-linear ones, do not matter for hyperbolicity, they need not be considered
here. Then, all fields are subject to the same hyperbolic type of differential equation
g%9,0, f = lower-order terms with the canonical metric g from (3.44), coupled to each
other only via the lower-order terms.

We have seen that coupling different wave equations of the same type, as now realized
by the second-order equations for N, N and h,j, does not lead to a strictly hyperbolic
system. However, we can formulate all the second-order wave equations as first-order
symmetric hyperbolic systems as in Example 3.14. The property of symmetric hyperbolicity
is preserved under coupling different equations, which proves that the whole system of our
equations is symmetric hyperbolic and thus well-posed. For any given set of gauge-source
functions I'*, we obtain a unique solution in terms of initial data. The I'* must be specified
on all of space-time, not just on the initial slice. Changing the gauge-source functions
implies that we choose different coordinates determined by them as source terms via
(3.107). For given initial values, solutions to general relativity are unique up to coordinate
changes. The evolution of space-time geometry is uniquely determined.

3.4.2.3 BSSN equations

The ADM system has been used for some time in numerical relativity; see, e.g., some of
the results reported by Bona et al. (1995) and Brady et al. (1998). However, it transpires
that there are several difficulties regarding a consistent numerical implementation, see,
e.g., the discussion by Choptuik (1991) and Frittelli (1997). A useful reformulation of the
ADM system was introduced by Baumgarte and Shapiro (1998) and Shibata and Nakamura
(1995) by splitting a conformal factor off the spatial metric, and the trace off the extrinsic
curvature. That is, instead of A4, and K 5, the variables i := det hgp, figp := b~ Phyy, K 1=
h* K, and Koy := h~"3 (K., — 1 Khqp) are used in the evolution equations. For instance,
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we have
K — N°D.K = —N(h**K,K* + 1K?) + D*D,N (3.110)

using (3.80) and the Hamiltonian constraint. (Variables of fractional density weights occur
in some of the equations, which is to be taken into account when computing Lie derivatives
along the time-evolution vector field.)

So far, only the original ADM system has been reformulated, and the same problems
regarding gauge exist. By accompanying the evolution equations for log &, /1,5, K and K,
with evolution equations for the new gauge-source functions I['* := A ¢, computed for
the conformal metric &, a new symmetric hyperbolic system results. Evolution equations
for ' = —8,h (using det(h,,) = 1) are obtained from (3.61) via 3,1 = —8,(3,4?*). In
the numerical BSSN codes which have successfully produced black-hole mergers and the
resulting gravitational wave-forms, the evolution equations for log , hap, K, K, and T@
are accompanied by modified evolution equations for lapse and shift, rather than (3.108) and
(3.109). Campanelli et al. (2006) use a relation similar to (3.108) for d, N and o, N = B*
with a new function B¢ satisfying 9, B¢ = —%8,1;” — nB¢ for some parameter 7. In this
way, the lapse function can be evolved regularly for a long time. Baker et al. (2006) modify
these equations further. At this stage, it is mainly numerical advantages that motivate the
choices. For reviews of numerical relativity, see, e.g., Lehner (2001) and Baumgarte and
Shapiro (2010).

3.4.3 Slicing conditions

Gauge-source functions such as I'* allow us to prove well-posedness, but they do not
always lead easily to intuitive choices that may improve the stability of numerical evolution.
Also, directly specifying lapse and shift is often inconvenient. With the simplest choice,
N =1 and N“ = 0, for instance, one cannot rule out that singularities are approached
too quickly. In order to have a good numerical evolution of black holes, valid for long
times in regions far away from singularities, one must ensure that the evolved geometries
stay away from singularities long enough everywhere on the spatial slices. If we indeed
make the choice N = 1, N* = 0 in a black-hole space-time of mass M, this would only
allow a small amount of proper time of about T = 2M for evolution even far away from
the horizon. From Eq. (3.110), this choice of frame leads to the equation 0K /9t > %K 2
whose solutions, by the same arguments as used for cosmological models in Chapter 2.4,
lead to a coordinate singularity with diverging K after a finite amount of time ¢. See, also,
the detailed analysis by Eardley and Smarr (1979).

In order to find good conditions for lapse and shift, one rather refers to geometrical
slicing conditions which are formulated more intuitively and can be solved for N and N“.
Several of these concepts have been introduced by Smarr and York (1978) and Garfinkle
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and Gundlach (1999). The best-known such condition is maximal slicing, defined by

81 G
K= — a.=0, (3.111)
«/dethp

the right-hand side in terms of the canonical momentum evolving according to (3.80). Since
(3.111) is to hold at all times, the equation

0 = Lz(PCc) = habpab + p“b]/.lub

/deth 32nGN
= DyDN + Lys p®, 4+ 2
NPT Saeth

871G

follows. With the Hamiltonian constraint and (3.111), this provides an elliptic equation

1 .
(p“”pab ~ 5<p‘c>2) (3.112)

D,D*N = N®R (3.113)

for the lapse function which one can use to determine N at fixed times. Thanks to the
curvature term, this condition tends to suppress N if @ R becomes large: for such a gauge
choice, evolution slows down when singularities are approached. (See also Exercise 3.13.)

The drawback is that slices are stretched and deformed if their evolution is nearly halted at
some places but continues unhindered elsewhere. This unwelcome feature can be countered
by adapting the shift vector which was free so far. Following Smarr and York (1978), we
define the distortion

1 hab
Sy = —(deth)\PL, —L 3.114
b 2(6 ) et ( )
l C l c
=N (Kab - §habK C> + D Npy — ghachN (3.115)

whose first contribution is the geometric shear, while the rest can be viewed as coordinate
shear. Minimizing distortion by varying the functional D := [ d*x+/dethZ,, £ with
respect to N¢ implies D*X,;, = 0, and thus

D,D“N,, + %DhDaN“ + P RypyN* =2D* (N (Kap — 1hapK:)) . (3.116)

Also here, we have an elliptic equation for the shift vector, whose solution is called minimal-
distortion shift.

While maximal slicings and minimal distortion shifts are desirable, the elliptic equations
they obey are difficult to solve numerically. One often replaces them by driver conditions,
as, e.g., by Balakrishna et al. (1996), which are parabolic equations. For maximal slicing,
for instance, one can use

N = e(D,D°N — N®R) (3.117)

for some parameter €. Solutions to this equation are driven toward the fixed point where
the right-hand side vanishes. This also ensures stability of the maximal slicing condition
because deviations due to numerical errors cannot grow when the solution is driven back
to the fixed point.
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3.4.4 Constraints on initial values

By the preceding schemes, evolution from given initial values is formulated in a way useful
for numerical procedures. However, evolution equations are not the only equations to be
solved: initial values cannot be arbitrary but must obey the constraints. Constraints on
spatial fields are not hyperbolic equations but elliptic ones, of the form

DK,, =0
(3)R 4 (Kaa)z _ KabKab — O

(in vacuum) and thus numerically difficult to deal with. The complexity can, however, be
reduced by analytical manipulations.

If we assume maximal slicing, one term already drops out of the Hamiltonian constraint
due to K%, = 0. As in the BSSN scheme, we then apply a conformal transformation
defining A,y = ¢*hgyp, such that h% = ¢*h®. Similarly, we rescale the now traceless
Ky by Kpp =9~° K, for some s to be determined. Here, however, we do not impose
conditions on A, or A, to fix ¢; rather, we introduce ¢ as a new degree of freedom
obeying an equation to be solved for later on. Starting with any pair (., K,p) With Kyp
traceless and solving the diffeomorphism constraint, a suitable ¢ can then be found such
that the rescaled quantities satisfy the Hamiltonian constraint, as well.

To derive the required equations, we must apply the conformal transformation by ¢ to the
curvature components. First, the transformation of the Christoffel symbols can be obtained
through the tensor C;, in D,w, = Doy, — C{,w. such that

X 1., . - N
Cap = Ehcd (Dahpa + Dphaq — Dahap)
=2 (h§ Dy log ¢ + h Dy log ¢ — hay, D log ) . (3.118)
Then, we have

D*Rap = ¢*h* (Do(¢* Kap) — Co° Kap — C20° Kaa)
=¢ " (D"Kap + (s + 2)Kap D log ¢ — 2K*, Dy log ¢)

=¢ "D Ky (3.119)
simplified using maximal slicing and setting s = —2 at this stage. Finally, transforming the
spatial Ricci scalar, the Hamiltonian constraint with maximal slicing (and keeping s = —2)

becomes
L 1 1
OR - K, K?® =8¢ (DaD“d) - §(3)R¢ + §¢7Ka;,K“b) . (3.120

To find initial values obeying the constraints, we then solve the diffeomorphism constraint
DK, = 0 for a traceless K,; and some h,, freely specified. According to (3.119), this
constraint remains satisfied after the conformal rescaling with s = —2. The Hamiltonian
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constraint, using (3.120) is equivalent to the Lichnerowicz equation

1
8
for ¢, using the solution for K, of the diffeomorphism constraint and the chosen /.
This equation was introduced by Lichnerowicz (1944) and discussed further, e.g. by York
(1971). Then, K p = ¢>K,;, and Ry = ¢*hap solve the constraints for maximal slicing.

1
D, D¢ (3)R¢) + §¢_7KabKab =0 (3.121)

Example 3.15 (Brill-Lindquist initial data)
Brill and Lindquist (1963) have introduced initial data by starting with a time-symmetric
initial surface K,;, = 0, which obviously solves the vacuum diffeomorphism constraint.
Furthermore, hy, is chosen flat such that it only remains to solve the equation D, D¢ = 0,
the linear Laplace equation. The well-known solution ¢(r, 9, ¢) =1+ M /2r in polar
coordinates produces the Schwarzschild metric in its conformally flat form.

With a linear equation for ¢, different solutions, and, in particular, different black holes,
can be superposed. The solution

N
Q;
; 2\/(xa - xiu)(xb - xl‘b)hab ‘

represents N black holes at initial positions x;'. When the distance to all x}' is large, the con-
formal factor behaves as 1 + M /2r with the total mass M = ZlN:l o;. By expanding in the
vicinity of a single x{, one obtains the individual masses M; = o; + Z#i oo /rij with the

p(x) =1+ (3.122)

distance rl.“j = \/ (x¢ — x{)(xb — xl.b Yhap between two centers. Brandt and Briigmann (1997)
have extended this method for an application in numerical relativity. Further constructions
of general N-body initial data have been provided by Chrusciel et al. (2010).

3.5 First-order formulations and Ashtekar variables

The usual formulation of general relativity is of second order: the Einstein—Hilbert action,
upon variation by g,,,, provides second-order field equations. Alternatively, one can view
the system as first order if one initially interprets the connection I'j, as arbitrary, as given
by an additional field independent of g,;. In this so-called Palatini formulation,

S[g, ' = [ d*x\/—detgR[I'] (3.123)

is linear in first-order derivatives of the fields, in particular of I", and provides first-order
variational equations relating g,, and I'j, .

With I'j . an independent field, new variational equations §5/8I";,, = 0 arise and must
be satisfied. To compute this variation, assuming for now no I'; _-dependence in the matter
terms, we can make use of the earlier result (3.38) and conclude that §R,. = —V,§ F,’jC +
VszFZC. Inserting this in the variation of (3.123) and integrating by parts shows that the

I"; -variation implies the equation of motion V,gp. = 0.
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Example 3.16 (First-order action)
More explicitly, we write

Ru[T] = 8,T¢, — 8,I'¢, + T¢,T¢, — 16,1

a

and vary the action by I'¢,. We obtain
—3.(y/—det gg?) + g29,4(/— det gg™) + /— det gg*’T4, (3.124)
+ —detggdeglc’I‘je — —detgg”dI‘sC — - detggdbfflc =0

after inserting metric tensors to make all occurrences of I';,, appear with the same indices.
If we take a trace of this equation by equating and summing over ¢ and b, it implies
that 9,(/— det ggd) = —/— det gg?“T"% , making the second and fourth terms in (3.124)
cancel each other. The remaining terms on the left-hand side of (3.124) combine to the
covariant derivative V.(/— det gg®) of the tensor density /— det gg®. Thus, /— det gg®*
is covariantly constant, and so is its determinant det(/— det gg®’) = det g. Combining
these results, g*° and its inverse g, are covariantly constant.

Solving this equation means that I';, must be the Christoffel symbol, as the unique one
compatible with the metric. In terms of the metric, the connection can thus be solved for,
irrespective of initial or boundary conditions. Using the metric-compatible connection in the
equations of motion following from varying the metric, which is just R,,[I"'] — % g R[] =
0, then shows that the same equations of motion result as in the second-order formulation.

The result changes if the connection I'j,, does appear in the matter action. Then, matter
contributes a source term to the metric compatibility equation and the resulting connection
is no longer Christoffel and typically acquires torsion. Such a situation is usually realized
when fermionic matter is coupled to gravity, for which the connection must appear in a
non-trivial way. (For minimally coupled scalar or Yang—Mills theories, derivative terms are
either just partial or exterior derivatives and do not require a connection.) We will come
back to this in more detail when discussing matter terms in Chapter 3.6.4.

3.5.1 Tetrad formulation and Holst action

First-order formulations have become particularly important in the Ashtekar framework,
which is a canonical formulation of general relativity based on canonical fields given by a
triad, instead of the spatial metric, and an independent connection, the Ashtekar connection.
From the general viewpoint of constrained systems, this example provides an interesting
set of combined first- and second-class constraints.

3.5.1.1 Tetrads and connections

A tetrad provides a way to specify geometries alternative but equivalent to metrics or line
elements. Parallel transport or covariant derivatives are then formulated by connections
which generalize the Christoffel symbols of the metric formulation. All curvature tensors
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can be computed in a tetrad formulation as well as in a metric formulation, sometimes
even more conveniently so, thanks to the easy use of differential-form notation in tetrad
language.

Tetrads We define a space-time tetrad as a set of four vector fields ef, labeled by an
additional index I taking the values 0, 1, 2, 3, such that they provide an orthonormal basis
of the tangent space at each point:

gaveliel = np, (3.125)

with the Minkowski metric n;;. Thus, ej is timelike while e, e5 and e5 are spacelike.
We may view the label I simply as an index to distinguish the vector fields, but a more
powerful interpretation is to think of e{ as a double-vector field: a vector field on the tangent
bundle of space-time taking values in Minkowski space. With a 1-form w,, ejw, assigns to
every point in space-time a covector in Minkowski space. In this context, one often thinks
of space-time as equipped with two independent vectorial structures: its tangent space as
well as an independent set of Minkowski spaces, one attached to each point. Minkowski
space in this context is called an internal vector space, and ejw, of the above example
an internal vector field. A manifold with a copy of the same vector space attached to
each point is called a vector bundle. (For a precise definition, see the Appendix.) Other
examples of vector bundles are used in particle physics, where internal spaces correspond
to representation spaces of the gauge groups of fundamental interactions.
Using the Minkowski metric, we can contract the internal indices of a tetrad:

n'eley; = 8t (3.126)

(with ey 1= gpc€$) which can easily be verified as a consequence of (3.125) after contrac-
tion with the invertible e’,’<. Raising the index b, we have

n''etel =g (3.127)

There are thus orthogonality relationships for both of the possible contractions of a product
of tetrad components. So far, we have only lowered the tangent-space index a of a tetrad,
using the space-time metric. With the internal Minkowski metric, we may raise the internal
index I, too. Doing both operations at once, we have

eé = n’Jeljgab. (3.128)

b is the inverse

The orthogonality relations then show that e! is the inverse of €4, just as g
of g.». We call ¢! the co-tetrad.

In terms of vector spaces — the tangent space V,, = T, M and the internal Minkowski
space M, at each point p — the tetrad at each point is an isometry ef(p): M, — V,, v -
¢4(p)v! with inverse map e’ (p): V, — M,. Without changing the geometry, we can thus
replace all tangent-space indices with internal indices, and vice versa, by contractions
with the tetrad or co-tetrad: for any tensor field 74, , we define T, , =

Lo, .. L ,br . Jbwpara
e, ese; e T "y eeeby -

1
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Equation (3.127) provides another interpretation of the tetrad: it contains all the infor-
mation found in the metric, since the latter can be reconstructed from it. The tetrad can thus
be taken as a fundamental description of geometry, with the metric as a derived concept.
However, the tetrad (a tensor without symmetry conditions) has more independent compo-
nents than the metric. The difference is explained by the fact that we can apply a Lorentz
transformation ¢4 > A’ ¢4 to the tetrad without changing the corresponding g**: by defini-
tion of Lorentz transformations, n/ A/ K A jLe% el = (ATnA)KLedel = nKled.eh = gab.
Lorentz transformations of the tetrad provide new gauge freedom, which we will call inter-
nal gauge to distinguish it from the space-time gauge that arises in any theory of space-time
geometry.

Connections For vector fields on a curved manifold, parallel transport is not uniquely
defined unless a connection is specified. General relativity usually employs the Christoffel
connection I'{,, providing the covariant derivative V,v° = 9,v” + I'? v° for vector fields.
On a vector bundle, a new type of vector field v’ arises whose parallel transport or covariant
derivative must be defined independently of that for space-time vector fields v“. In order to
specify a covariant derivative for internal vector fields, we need connection I-forms w,’ ;,
analogous to I'?_, and then define the covariant derivative

D' =Vl +w, 0’ (3.129)

of a vector field v’. For internal tensors, each index requires the addition (or subtraction)
of a connection term in order to ensure the Leibniz rule. If we have a mixed tangent-
space and internal tensor, such as the tetrad, we apply V, using the Christoffel connection
for which internal indices do not matter, and a term containing +w,’ ; for every internal
index.

Transformation properties of the connection 1-forms can be derived from the behav-
ior of covariant derivatives under local Lorentz transformations by a position-dependent
matrix A’;(x) changing internal vector fields v’ to A’;v’. The space-time covari-
ant derivative does not transform covariantly under local Lorentz transformations, since
V(AL jv7) = AT;V, 07 + (V, A j)v’ cannot be written as the Lorentz transformation of
an internal vector field. The covariant derivative D,, on the other hand, has an extra term
containing the connection 1-form, which should transform as well if the Lorentz frame is
changed. For D, to be a covariant derivative, mapping internal tensors to internal tensors,
we must have D/ v = A ;D,v’ if v = A" jv’ and D/v" = V0! + " jv’" using
the transformed connection 1-forms @/’ ;.. Thus,

DA ) = ATy Vav! + (@, Ak + Va AT v"
= A (Voo  HATY v, AM ¢+ (AT VA )

= AI JDuUJ
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provided that the connection 1-forms transform as
o'k =AW Lo,  w A g + (AT VA (3.130)

Connections 1-forms, just like the Christoffel coefficients, are thus not tensorial but have
an inhomogeneous term in their transformation, depending on derivatives of AL .

Example 3.17 (Minkowski metric)

The Minkowski metric n;; is a scalar from the viewpoint of the tangent-space derivative V,,,
since there are no tangent-space indices. Moreover, it takes the same values everywhere, is
spatially constant and thus satisfies V,n;; = 0. But it varies under the covariant derivative
D,, unless the connection 1-forms are such that

K K
0=Duniy =Vanry —wa" Mks — Wa" JNIK = —Waj1 — DalJ -

Connection I-forms leaving the Minkowski metric invariant must be antisymmetric in their
internal indices. We will require this from now on.

With this condition, parallel transport along a curve is a mapping leaving Minkowski
space invariant, and amounts to a Lorentz transformation. When contracted with a vector
field v°, the connection 1-forms provide an infinitesimal parallel transport v:w," ; along
the direction v®. With the required symmetry properties, vw,' ; € so(1, 3) indeed takes
values in the Lie algebra of SO(1, 3).

We then have a covariant derivative D, which preserves the internal metric 1, ,; as well
as, thanks to the same property of V,, the space-time metric g,;. In a tetrad formulation,
however, we describe the space-time geometry not by any one of these tensors, but by the
tetrad or its inverse, the co-tetrad eé. A reasonable requirement then is that also the co-tetrad
must be covariantly constant. This is achieved with the definition

wa'j =" V,epy (3.131)
of the connection 1-forms (which can easily be verified to satisfy the transformation property
(3.130).

Example 3.18 (Co-tetrad)

Taking a covariant derivative of the co-tetrad, we have Daeé = Vaeé + w,’ Jel{ . The con-

nection 1-forms as defined in (3.131) as well as orthogonality of the co-tetrad make the

second term equal w,” jej = €'V (ecr)e] = —e ey V,e] = —Vael. Thus, Dyel = 0.
The covariant derivative defined with the connection I-forms (3.131) preserves the

tetrad as well as the space-time metric. It must then also preserve the Minkowski metric

n' = g“beéel{ and its inverse 1y, and so the w,;; defined in (3.131) are antisymmetric in

I and J, as can easily be verified.

When all indices are made internal, the connection 1-forms w;;x = ejw.x =
e?el} V.epk are called Ricci rotation coefficients.
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Curvature Starting with the Riemann tensor R,,., we obtain the internal tensor
Rijxkr = Rabcde%?e%ei = e?el}e%(VaVb — V,V,)e.. by contraction with the tetrad.
Using

c c c MN
eKvavbecL = Va(e](vbecL) - (VaeK)(VbecL) = VawaL —-n WaNKWOpML
we can write the Riemann tensor as

a b MN
efel (Vawpkr — Vowaxr. — 1" (@ank 0pmr — Oonk @ami))

Rk
a a MN
=eiVowykr — e5Voorkr — N0 T (OINKOIML — OINK@OIML
+OINJOMKL — OINIOMKL) - (3.132)

(Here, we used that el}, while covariantly constant with respect to D,, is not covariantly
constant with respect to V, unless the connection 1-forms all vanish. This provides the
extra terms in the last line.) In the last equation, only the Ricci rotation coefficients enter,
which are purely internal tensors without space-time indices. They are scalars from the
tangent-space point of view, and their space-time covariant derivatives by V, can be simply
computed with partial derivatives.

The Riemann tensor then provides the Ricci tensor R;; = n L RiksL by con-
traction. This can easily be seen to agree with the contraction of R,, with tetrad
coefficients.

A great advantage of the tetrad formulation is that it lends itself easily to differential-
form notation. This often allows faster computations of curvature components or more
compact forms of equations of motion. First, the relation for the connection 1-forms,
upon antisymmetrization, can be written as !’ erawnk; = Vigepixk = (deg)qp in terms
of the exterior derivative of the 1-form e taking values in the internal vector space. The
exterior derivative, obtained after antisymmetrization, requires only partial derivatives for
its computation, and thus, no knowledge of the Christoffel coefficients is required. Solely
in differential forms, we write

de; =e; Aw;” . (3.133)

Thanks to the antisymmetry of the connection 1-forms, they can be determined completely
from (3.133). (If de; does not equal e; A w;’, space-time is said to have forsion, with the
torsion tensor defined as the difference between these two terms.)

If we introduce the mixed tangent-space/internal-space Riemann tensor R,;;;, we may
view it as a 2-form R;; thanks to the symmetries of the tensor. Equation (3.132) for the
Riemann tensor in terms of connection 1-forms then takes the compact form

R, =do;” + 0, nwg’. (3.134)

Equations (3.133) and (3.134) are called the first and second structure equations. Analo-
gously, we define the curvature 2-form Fap? = 20,0117 + 2wja1 X wpx? of a general
connection 1-form w,;” not required to obey the first structure equation.
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Example 3.19 (Riemann curvature of isotropic models)
A space-time line element of FLRW form, given by (2.1) with (2.2), can be described with
a tetrad basis

. 3\° o NT—krZ 9\
= — —_— , e, = ——- _—
¢ 9t ’ or

’ a(t)

R AP . 1 9 \°
e = — ), el=—|—| .
ra(t) \ 0% ¢ rsinta(r) \ 9¢

We have chosen the sign of e such that the T-component of the co-tetrad, I-forms obtained
as ey = gabe’,’dx“ = ej,dx?, is the differential of the time function t: e, = dt, together
with

o — a(r)
SV

The first structure equation provides four conditions from the differentials

dr, ey = a(t)rdy, e, = a(t)rsindde .

de, =0 (3.135)
a
de, = ——dr A dr (3.136)
STk
dey = ardt A dY + adr A dY (3.137)
de, = arsin?¥dr Ade + asindtdr A dg + ar cos #dd A dg (3.138)

from which we are able to read off the Ricci rotation 1-forms w;’ uniquely: First, (3.138)
can be consistent with (3.133) only if

w," = arsinvdep + ---dr
w, = V1—kr2sin9dg + - -dr
w,” = cos¥dy + - - - dv}
with coefficients . .. as yet undetermined. Equation (3.137) then requires that

wy" =ard? +---dt
wy" =+ 1—kr2do +---dr

and Eq. (3.136)

a
® = ——=dr+---dr.
V1 —kr?
The first equation (3.135), now solved last, does not provide new I-forms, but it shows that
all unspecified terms “- - - ” must vanish. As promised, the Ricci rotation 1-forms have been
found uniquely from the first structure equation.
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The second structure equation (3.134) allows us to compute the Riemann tensor from
the Ricci rotation 1-forms. We have
R, =do,  + " ANwp® +®,¢ A w,"

= dtAdr=-—e Ae
a

N

Ry =dwy" + 09" Aw" +0s” Ay’
. . . a
=ardt AdY +adr AdY +add Adr = —e; Aey
a
T __ T r T s T
R," =dw," +@0," AN @," + ®," N @y
.. a
=arsinddr Adp = —e; A e,
a

Rgr = dwﬂ’ + wﬂr VAN a)-[r + wly‘” AN (L)Wr

k -2 -2
d ra 2d19/\dr=a

= drAdY  ——
STk N

Ry? = dwy? + wy" A0 + @0y A w,¢

€y N e,

= sin¥d® A dp + a*r?sindd® A de — (1 — kr?)sin9dd A de

a+k
=——esAe
az ¢

R, = dw,” +0," Aw," +®,” A"

kr
= —————sinddr Adp ++1 —kr2cos¥d? Adgp
V1 —kr?

a’r a?
- /1 — fer2 —
+ N sintdp A dr++/1 —kr?cosddp A dd = e ey Ne,

Projecting with the tetrad basis, so as to obtain the components Ry L= e‘l‘e}} Rupx ™
whose indices we will adorn with a bar to indicate the reference to the tetrad rather than
coordinate basis, we have the non-vanishing Riemann-tensor components

- - - a
Rizr" = Ryzp" = Rgrg" = —
a
-2
_ _ - a +k
Ryrs" = Rogs” = Rgrg” = —— .
the non-vanishing Ricci tensor components
a a’+k a
Riz = R55 = Rgg = — +2——=—, Rz =—-3—
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and the Ricci scalar

a a*+k
RZ—Rff+R;f+Rl§1§+R¢¢=6 ;‘i‘ a2 .

3.5.1.2 General relativity in tetrad form

In terms of tetrads, a first-order action for general relativity is

1
Sle, w] = m d*x |e|elej (a)) (3.139)

with the space-time tetrad e{, with determinant e~ and the curvature F (a)) =20, ‘Ub] +
Za)’ K w,flj nxr of the so(1,3)-connection 1-forms w,’;. The 1ndependent fields are ef and
w,"' ;. Since w,’; is unrestricted at the level of the action, we distinguish notationally

between the Riemann curvature R ; and the curvature F!/ ap of wal ;.

Example 3.20 (Einstein’s equation from the tetrad formulation)

Before we compute equations of motion, it is useful to rewrite the action using Zeegae';] =
sabc‘ie”KLe ed (which can be derived by contracting €rjk e, elfeKeé = e&uped tWice With
the tetrad). As an aside, this identity also allows us to write the action in differential-form
notation: Sle, w] = (64w G)™" [, 1,5, A el AF ().

The curvature variation is 8Fa’ = 2D[a8wb] , or 8F!Y = Déw!’. (Only the space-time
connection drops out of the antisymmetrized covariant derivative, not the Lorentz connec-
tion.) Varying the action (3.139) by w,' ; and integrating by parts provides

bed K L
gave E”KLDa(ec ed)=0 (3140)
which is equivalent to the compatibility condition
I I I
D[aeb] = B[er] + Wi IJ1€h = 0. (3.141)
Varying by e!, we have
ede; el FIK =0. (3.142)

Equation (3.141) implies that the tetrad is covariantly constant with respect to the covariant
derivative defined by w!’. This equation is identical to the first structure equation (3.133),
and solved for a given tetrad by the compatible connection 1-forms (3.131).

Computed with the I-forms preserving the tetrad, F a’bj =R (f 1{ equals the Riemann tensor.
The second equation of motion is then related to the mixed-indices Ricci tensor, Rl =
Rab eJ, with Ricci scalar R = Rée‘,’. Using eés”b"dEUKL = glbede, o, = 3!ee[bje§(e‘z]
allows us to write (3.142) as R,f — %Re}{( = 0. This is Einstein’s equation in vacuum.

As this example shows, the vacuum action (3.139) depends on the connection via the
Riemann tensor when it is computed on-shell, that is, evaluated on solutions to the equations
of motion. As we will see in Chapter 3.6.4, however, certain matter couplings may change
the form of the connection, and F albj no longer equals the usual Riemann tensor. For this

reason, we will continue to refer to the curvature tensor as F aIbJ
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We will be led to our next reformulation of the gravitational action by exploring what
would have happened if €’/ g, FX© had been used in the action instead of just F/. The
connection variation then provides €**“D,(e!e]) = 0 instead of (3.140), also equivalent to
the compatibility condition. We are thus still dealing with the connection 1-forms preserving
the tetrad, and can write the second equation of motion in terms of the Riemann tensor R/}
That equation now reads

labc JK MN labc
0=e""€erskre’ " unR," = —2""Ruprr

and is identically satisfied by virtue of symmetries of the Riemann tensor. With the extra fac-
tor of €’/ 1, the solution space is extremely enlarged and contains all pairs of connections
and tetrads compatible with each other.

Such an action is not of much physical interest, but it allows us to generalize the Palatini
action used so far. We now do not replace the Palatini term with eefe’ FXE(w)e!” k1, but
change it by adding this term (with a free, conventionally chosen pre-factor —1/2y):

Sle, w] = d*x |elete P x FRE(w) (3.143)

167G M
with

1
Pl =88l — —elV g, (3.144)
2y
The connection variation then provides the equation
€l PXEynDaeMel) =0 (3.145)

and still results in the compatibility condition. This equivalence to the previous conditions
is most easily seen by noting that the matrix P!/, interpreted as a mapping from the
tensor product of two Minkowski spaces into itself, is invertible, with inverse

2
(P~Y,, KL = y2y+1 (55’23? + iye,,“) ) (3.146)

Varying by the tetrad provides an equation with €/**“R,;,;; added to Einstein’s equation.
Again, this extra term vanishes by symmetries of the Riemann tensor. Thus, irrespective of
the value of y, we produce the same equations of motion. The action used here is called the
Holst action, introduced by Holst (1996), and y the Barbero—Immirzi parameter whose role
was recognized by Barbero G. (1995) and Immirzi (1997). As may be expected from the
fact that equations of motion remain unchanged, the extra term in the action can be related to
a topological invariant, the Nieh—Yan invariant analyzed in this context by Mercuri (2006)
and Date et al. (2009).

In the presence of boundaries, the term (87G)~' [, d’y |e| reeielwl? with the co-
normal r, to the boundary makes the action functionally differentiable when the tetrad is
held fixed at the boundary. Boundary terms and quasilocal energies in the spirit of Brown
and York were analyzed in this context of connection and first-order formulations by Lau
(1996), for the Palatini action by Ashtekar et al. (2008) and for the Holst action by Corichi
and Wilson-Ewing (2010).
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3.5.2 Ashtekar-Barbero variables

For a canonical formulation, we foliate space-time. Analogously to introducing the spatial
canonical metric /4, we now consider the new space-time tensor field £ = e 4+ n“n; with
the unit normal n“ to spatial slices and n; := e%n,. This field satisfies £/n, = Efn’ =0
and thus can be considered a spatial triad. In addition to the usual decomposition of space-
time tensors in normal and spatial parts, an extra condition arises to split the internal
directions of the tetrad in Minkowski time and space components. The simplest way to
do this is by employing a partial gauge fixing of the internal SO(3,1)-transformations,
the so-called time gauge. Choosing a timelike internal vector field n/ = 86 , we fix the
boost part of internal Lorentz transformations by requiring that e = n’e} = n® is the unit
normal to the foliation. The tetrad e} then becomes the local inertial frame of Eulerian
observers; the partial gauge fixing is thus natural from the perspective of observables
in a canonical formulation arising as those with respect to Eulerian observers. With the
partial gauge fixing, internal Minkowski transformations are reduced to spatial rotations
by requiring them to fix the chosen n’. When directly referring only to the spatial rota-
tion part of the group, we will use lower-case internal indices such as & for the spatial
triad.

In terms of components of the unit normal n* = N~!(t* — N%), we now decompose the
action as

1
Sle, ol = 71— ; d*x vdeth Py F,* (o) (NE! — 2n1t* + 2Nn;) €}

(3.147)

noting the antisymmetry of P’/ ;. (We have used the determinant |e| = N+/deth of the
co-tetrad.)

Given our experience with the ADM action, it is clear that the factor NEJ — 2n,t¢ +
2N%n; in (3.147) provides the Hamiltonian constraint by its first term, the diffeomorphism
constraint by its last one and the symplectic structure with a derivative along ¢ by the
middle term. We start with an analysis of the symplectic term to find the new canonical
variables: we first introduce the purely spatial tensor

po vdeth _,

a4 . & 3.148
! 87y G ! ( )

and then write
. 1 .
_V/d4xnltaPJbPIjKLFahKL — y'/‘d4xtapjb <Fab0j _ EEOJKLF'ahKL>
= y/d4xt“ P;’ <8aw2j—8ba)2j+2w[a0kwb]kj

1 .
+ ;éjkl(a[awﬁ + w[akKwh]Kl)>
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where most internal indices have become spatial. (For the signs, notice that n; = n; ! =

N = —8(,) and that we define €p1p3 = 1. The latter choice is irrelevant, since changing the
sign can be absorbed by replacing y with —y.) If we integrate by parts the second term, we
produce the time derivative Li0p% = 179,w0,% + w,% 8,t* in combination with the first
one. Similarly, the second line produces the Lie derivative of zlej kla)’gl . Since these are the
only time derivatives appearing in the action, and since both of them are multiplied with
y P?, the variable canonically conjugate to P;’ is

. 1 . .
Al = Ee’kla)’;l +yad. (3.149)

We can interpret the different space-time connection components entering this variable as
follows: I'} := %ei o’ appears in spatial covariant derivatives

’Davi = Vavi + hZa)bijvj = Vavi — eijkr‘gvk (3150)

and is called the spin connection. The second term, K/ := wgi, can directly be computed
from the compatible connection 1-forms (3.131),

gciK,i = —hZECl'a);',O = —hZ&ied"V},eg = hthV;,nd = Kac .

(using 6‘2 = 8dc€] = —gace; = —ng) and is then realized as extrinsic curvature con-
tracted with the spatial triad. Thus, our canonical variable is

Al =T +yK., (3.151)

the Ashtekar—Barbero connection originally defined by Ashtekar (1987) and Barbero G.
(1995).

Example 3.21 (ADM triad variables)

The canonical variables of the ADM formulation using triad rather than metric vari-
ables can be obtained from the preceding calculations by the limit y — oo, which at the
level of the action produces the Palatini form. Our canonical variables (A, ij) found
here cannot be directly taken in this limit, but the limit is well defined after the canoni-
cal transformation (A, ij) — (y AL ijb). For y — oo, we obtain the canonical pair
(K(’;, 8m G)’IE?) with the densitized triad E{ = ~/det h&[' and the extrinsic curvature ten-

sor K ,f = EY K 3. In terms of triads, canonical variables do not have to distinguish between
extrinsic curvature and momenta, as was required for the p® of the ADM formulation.
This slight simplification is due to the density weight now appearing in metric variables.
(Variables of slightly different form had been introduced by Schwinger (1962).) Demon-
strating that (KL’;, 87 G)™! Eﬁ?) = (hap, p"d) preserves Poisson brackets is the subject of
Exercise 3.17.
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Continuing with the decomposition of the action, we write the remaining terms in the
contribution containing ¢ as

. 1
/d4xt“ (ngf (3;,le? +a)bjkPkb — ;Ekjla)bolpf)
1 J kl b 1 nm qp pb m On pb
+ 56' PR 8ij — EGj €ngpp™ P +yey"wp " P,

- / d*x (A-fD,(,A>P;’ +(1+ yz)ejm"w,ofwamP,f)

with the covariant derivative D(A) using the Ashtekar—Barbero connection, and intro-

ducing A/ :=le/yol + yw, . (We have used ley"ely,w, 7Pl = —ow ijb and
el"/e”‘me,,quakmw,, /’Pj = 3!61"18fn8’;8p]wakmwb "Pb =4eM wy wbmle Notlce that

A/ looks like the t-component of Aa, but due to the combination of dlfferent w," -
components in A!, there is no space-time connection whose pull back is A’ .)

The components A/ and w,% do not appear with time derivatives in the action; their
momenta are thus constrained to vanish, and they provide Lagrange multipliers of secondary
constraints. These secondary constraints are the Gauss constraint

G, =D, P! =0 (3.152)
and the constraint

S;:=¢€jn" " P’ = ¢€;,"K]"P" =0 (3.153)

n

which ensures that K, := K é&,i satisfies

0= €V K} P! = Kye " E P! = ﬁl(abs“b“gf : (3.154)
With the antisymmetric part Ky, required to vanish, K,, must be a symmetric tensor,
compatible with the interpretation as extrinsic curvature. The two constraints (3.152) and
(3.153) combined imply also that D, Pj’.’ = 0 holds, using only the spin connection. This is
consistent with a spin connection compatible with the triad, but the Gauss constraint alone
does not uniquely fix the connection. After discussing the remaining constraints, we will
be able to determine I/, uniquely in terms of the triad.
The diffeomorphism and Hamiltonian constraints follow from terms in the action propor-
tional to N¢ and N, respectively. These constraints are obtained in terms of purely spatial
curvature components F,;,”/, which can be written as

1
! 1
F,,: 26 ,jFab = 28[an] +¢€ i€ kme ,lI‘ Fb] = 23[an] ]kF Fb] (3.155)
using the spin connection. Since the canonical connection is the Asthekar—Barbero one,
rather than the spin connection, it is useful to rewrite the curvature using A, which we

a’
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denote as
Fop = 20Ty, + v Kp) — € 5 (T) + y KTy + v Ky
= Fl, +2yDuK, — y*e j KK} . (3.156)
Our contribution to the diffeomorphism constraint then is

Nacgrav — —J/nlNaP;)PIJKLFabKL
1
= VN“Pb (F 0/ —éo'lleabkl)
2y
1 o
=2yN“P; (3[awb] Tt b +2y (Za[aFZ]-i-GJklw[akwa]Ll))
. , 1.
= NP/ (28[,,/4;] —ye/ wm Ky — €k (Tf.Th — K{;K,i]))

= NP (Fl, + (1 + yDel kLKD) (3.157)

and to the Hamiltonian constraint

Pe P!
Coray = —4nGy*— —L Pl FyK*

/deth

PepPb 1
= —AnGy?—L | Fp7 — — €V g FKE
14 deth< ab 2y KLTab

a pb
j (23[awb]” + 201 o k1

J/deth

2 ..
+ ;Gl]k (Bpacp™® + w[aklwb]lo)>

= —4nGy?

an

J/deth

a pb
= —47Gy? i e"fk(f;‘b + (4 y)e' K Ky
v/ deth

2
= —4nGy*—L <F;{, +2K| K} — =€ kD[aKb]>
1

1 2

€'l PfD[aK,f]) . (3.158)
‘We have now realized the Hamiltonian as a sum of constraints,
Hyo[Al, P] = / ( AGi — (14 yH)w S + NCyray + N“cgf”) . (3.159)

This expression shows which secondary constraints arise from the non-
. . . i 0j

dynamical variables N, N and the connection components A’ and w,”. However, there

are even more constraints, since we have only the dynamical connection components A’ , a
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fixed combination of w/ and wf,” , while l and a) " must be allowed to vary 1ndependently
A further set of constraints thus comes from the variation by I'\ = 26 j ka)a , keeping the
dynamical connection A’ fixed. In particular, we will have to view K in the previous terms
as the combination K! = y (A}, — I'}), which is not independent of I':. Collecting all
terms depending on I'! in this way, we have another secondary constraint

SHT 'V l 2 .
0= Tgla = (1+J/ )Elk kaP[ 2+—2]/N[0P;’]E]i[(Alb—Fi)
87G(1 + 72
—w( ik, /detha, (P"P,fN/«/det ) - 2NFJP[‘;P”) .
/deth

This equation is most useful to analyze after multiplying it with e,;:

oY ejit — yleaNeSi + y 2NPe (AL — TF)

€al

M _ (o (et
st~ © TV I\ 8rGy2”

abceal 8beci

(E,[ ekabN + NW

1 j b b
T %G = N@uT & —Tw&) ) | -
The part symmetric in / and i does not depend on N¢ or a), / and is linear in N. Since it
must vanish separately, it provides us with the condition

abc

———(CarOpeci + €aidpees) — 284T)EY + T + Tyi&l =0.

deth

The trace of this equation gives €7 ) = Ldeth)~'2% ¢, dpel, and the symmetric part of
the condition reduces to an equation for I"b(lé’ib). From the Gauss constraint together with
S; = 0, on the other hand, we have an equation for Fb[lé’fi. The combination allows us
to determine I';, uniquely in terms of the triad, and it turns out to be the compatible spin
connection.

As a consequence, we see that 0 = 6 Hay /8 '\ must at least partially be second class
because we are able to solve for some of the non-dynamical variables. Also, the antisym-
metric part of the equation can be solved, in this case for the multipliers a)?" of Si; thus,
Sk must also be second class. After solving the second-class constraints completely for T,

9% and noting that S; = 0 is implied by the Gauss constraint once the spin connection is
known to be compatible with the triad, we are left with

Hy [A}. Pl = [ x (—A'G; + NCyay + NCE™) (3.160)

containing only the Gauss, diffeomorphism and Hamiltonian constraints. Moreover, using
compatibility of the triad with the spin connection obtained after solving the second-class
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constraints, we can write

C[%rav — Pff[{b-’_(l_'_yz)Kt]t(Sk’ (3.161)
. papb PeD,S!

Coay = —4nGy*el ——L (F5 4+ (1 + y?)ek i K"K]) — 8nGy(1 4+ pH) == .
: Ve e Tt A+ )= S

(3.162)

Since S; = 0 once second-class constraints are solved, the diffeomorphism and Hamiltonian
constraints can be slightly simplified by dropping their last terms.

The remaining constraints are first class, generating the expected gauge freedom of
triad rotations and space-time diffeomorphisms. Since we were able to solve the second-
class constraints, Hglrav generates evolution and gauge transformations on the second-class
constraint surface; we do not need to compute Dirac brackets.

Example 3.22 (Second-order formulation)

In a second-order formulation, we could use the same action of Holst type but would
fix the connection w!’ to be compatible with the triad from the outset. The second-class
constraints obtained here by varying the action with respect to connection components do
not then arise. Instead of deriving the symmetry of K, from second-class constraints, it
would follow directly from the Gauss constraint.

The results obtained so far can be used to match the number of degrees of freedom used
to set up triad and metric formulations. In a triad formulation, the canonical pair (K J , Ef)
has more degrees of freedom compared to what is realized in a metric formulation with the
symmetric tensors (4, p°?). The three extra components of the triad as opposed to the
spatial metric are removed by the three independent gauge transformations generated by
the Gauss constraint. Once the freedom of rotating the triad is removed as gauge, it contains
the same information as the spatial metric. Solving the Gauss constraint implies that the
tensor K, constructed from the non-symmetric K! is symmetric. In this way, the degrees
of freedom in the different formulations match.

If we allow complex values of the Barbero—Immirzi parameter, complexifying the theory,
we notice that the value y = %i plays a special role. The constraint algebra in this case
changes considerably, since the former second-class constraints, all containing a factor
(1 + y?2), become identically satisfied. Then, the spin connection remains unrestricted by
constraints and can be chosen arbitrarily at least on an initial surface; one would then
normally take a second-order viewpoint fixing the spin connection as the compatible one
from the outset. (In the covariant analysis of the theory, the freedom of choosing the
spin connection follows from the fact that P}J is not invertible for y = =i, as seen from
(3.146).) Furthermore, since K Z appear in the first-class constraints only in the combination
Al but not separately, the constraints simplify. (This simplification making the constraints
polynomial up to a factor of 1/+/deth in the Hamiltonian constraint, which could be
absorbed using a lapse function of density weight minus one, was the initial motivation
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for the introduction of complex Ashtekar variables by Ashtekar (1987).) One can solve
comparatively simple constraints, and then implement reality conditions. Reality conditions
have to require that the densitized triad be real and that the real part of the Ashtekar
connection equals the compatible spin connection as determined by the densitized triad.
Now, the rather complicated expression for I'} reappears, not in constraints but in reality
conditions. Complications in solving equations cannot be avoided altogether. (If the space-
time signature were Euclidean, simplifications would occur for y = 1 without the need
for reality conditions; see Exercise 3.19.)

3.6 Canonical matter systems

In manifestly covariant formulations of general relativity, the stress-energy tensor is the
source of the gravitational field. In a canonical formulation, this space-time tensor appears
in a form split up into its components, with energy density as the time-time component,
energy flux and momentum density as the time-space components, and the spatial stress
tensor (including pressure as one third of its trace) as the purely spatial part. For a given
matter field, all these terms can be derived from the matter contributions to the constraints,
just as the stress-energy tensor

2 ‘SSma er
Tpp = — e ot

J/—detg 8g%

can be derived by varying the matter action with respect to the metric.

(3.163)

3.6.1 Stress-energy components

A space-time foliation used for the canonical formulation provides a unit normal vector
field n“ to the spatial slices, which is the 4-velocity field of Eulerian observers. For matter
source terms entering the constraint equations, this is the only vector field that could appear
contracted with the stress-energy tensor; the time-evolution vector field only appears when
lapse and shift are specified, which is relevant for equations of motion generated by the
constraints but not for the constraint equations themselves. Matter contributions to the
constraints thus correspond to stress-energy components 7,,n%n’, Tabn“hf and Tabhﬁhg
projected normally with respect to the slices. These are the components of energy density,
energy flux and spatial stress as measured by Eulerian observers.

We will now derive these quantities from a purely canonical perspective. Physically,
energy density is the amount of energy in a region divided by the size of the region.
The energy as seen by a Eulerian observer is the matter contribution to the Hamiltonian
constraint, which generates hypersurface deformations along the normal, and the volume
is given locally by +/det i. Thus, Eulerian observers measure the energy density

oy — Ml N]
N+/deth

We have divided by N to ensure that energy is determined with respect to proper time.

(3.164)
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Energy current arises when matter is moving with respect to the Eulerian observers. The
rest-frame of matter then has a 4-velocity field %/ /—||t?||* with a non-vanishing shift
with respect to Eulerian observers. The shift vector enters the diffeomorphism constraint,
whose matter contribution gives the energy current

JE — 1 SDmatter[Na]
¢ Jdeth  8N@ '

From thermodynamics we have pressure defined as the negative change of energy by

(3.165)

volume. For a Eulerian observer, the proper energy is obtained as the Hamiltonian by the
lapse function, and with volume following from the determinant of the spatial metric, we
can write

1 8 Hyaer[N]

N §4/deth

In order to rewrite the derivative, we change our variables such that det is included as
an independent one: (det i, hi,;) with deth = 1, thus h,;, = (deth)'/?h,,. (This is similar
to the treatment of metric components in the BSSN equations. An explicit example to
parameterize /1., will be seen in the next chapter in a homogeneous context, given by the

Misner variables of Bianchi models.) Keeping /1,5 fixed in the partial derivative, we have
that d/1,,/3 deth = 1(deth)~'hgp. Then,

) ) ohu 6 2 )
=24/ deth——— = 2+/deth a = h,
5/deth 5 deth ddeth 8hy,  3/deth  Shap

P = (3.166)

and thus
2 3 Hmatter [N ]
PE - - ab
3N\/ deth 6hab

In terms of the spatial stress tensor Sgb , pressure is defined as Pg = %hab Sgb . Removing
the trace from (3.167) thus shows that

ab _ 2 8Hmatter [N] (3168)

gab _ _
E N+/deth  Shap

is an appropriate formula. Of course, the trace does not fix the tensor, but physically it is
reasonable that stress components are given by variations of energy by distortions along
different directions, as realized by varying metric components.

(3.167)

Example 3.23 (Scalar field)

In the general definitions of canonical stress-energy components, we have used a label “E”
to indicate the reference to a special, Eulerian observer. That observer would interpret pg as
the energy density of matter, and Pg as its pressure. These notions are distinct from energy
density and pressure of matter as a fluid, which are defined as scalars and without reference
to an observer. If the stress-energy tensor of matter has the form Ty, = (p + P)ug,up + Pgap
for a unit timelike vector field u,, p is its energy density and P the pressure. Energy density,
for instance, is then defined as Ty as measured in the rest-frame of the fluid moving
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along u®, a definition that makes p invariant. For the constraints of canonical gravity, on
the other hand, motion along the unit normal to spatial hypersurfaces is relevant, which
cannot always be chosen along matter flows. (An exception is given by isotropic models,
in which no non-zero spatial vector can exist. Matter flow in isotropic models thus always
has u® = n®, and Eulerian energy density and pressure agree with the invariantly defined
ones. For this reason, we did not include such labels in Chapter 2.)

For a minimally coupled scalar field, the action

Sscalar = — f d*xy/—det g (38 (Vu@)(Vop) + V() (3.169)
M
results in the stress-energy tensor
Tup = (Va@)(Vs9) — gap (38 (Ve@)(Va) + V() . (3.170)

Provided that V,¢ is timelike, we can define u, := V,¢ //—||Vy@||? and bring the stress-
energy tensor in perfect-fluid form with energy density p = — %g“b (Va0)(Vp) + V(p) and
pressure P = —% 24 (V,0) (V@) — V(). For a vanishing potential, the scalar obeys the
simple equation of state P = p of a stiff fluid. This relationship between P and p is not
satisfied for the quantities measured by general Eulerian observers. (Non-minimal coupling
has been analyzed by Madsen (1988).)

We have defined all stress-energy components purely canonically, using the constraints.
One can directly verify that pg = Tpnn®, JaE = —Tbcnbhg and Sfb = Tcdhghl‘f have the
correct relationships with projected stress-energy components. To do so, one may start
from (3.163), write 8 Smaer = —3 | d*x N+/dethT,,8¢"" and compute the components of
8¢ in terms of 8N, N and 8h*’ using the canonical metric components introduced by
(3.44). For instance, §g% = 2N 38N with an index “0” referring to contraction with ¢¢.
Collecting all terms in 8 Syaer multiplied by N, §N¢ and 8h°? then relates 8Smager/SN,
8 Smatier/SN® and 8 Spauer/8h, respectively, to the stress-energy components Ty, 7,0 and
Tabi

T — N N 8 Smatter L ON® 3 Smatter 12 NeNP 3 Smatter
00 m SN SNa N2 (Shab
T _ N 8 Smatter N_b 8 Smatter
Oa m SNa N2 Shab
2 3 Smatter

Ty =———7—
‘ N+/deth 8he®

Since only metric but no matter variations are involved, we can use 8Spauer/88% =

—8 Hpaer /887 . Finally, because the components with indices 0 refer to the time-evolution

vector field ¢ used in (3.44), we must transform to Eulerian observers by expanding the

(0, a)-components with n® = N~!(t* — N%). In this way we reproduce (3.164), (3.165) and

(3.168).
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Example 3.24 (Eulerian energy density)
Contracting twice with the normal,

1
Tpnn® = m(TOO — 2TouN® + T,y N“N?) = pg (3.171)

equals the Eulerian energy density (3.164).

Further discussion is given by Kuchar (1976a).

3.6.2 Dust

Dust is a perfect fluid with vanishing pressure. These conditions are idealized, and so dust
cannot be considered a fundamental field. Nevertheless, it often provides an interesting
matter source for model systems; developing its canonical formulation is thus worthwhile.

As introduced by Brown and Kuchart (1995) (and in a null version by Bi¢dk and Kuchar
(1997)), the dynamics of dust can be described using the co-moving coordinates Z* of its
particle constituents as well as proper time 7 along the flow lines as fields. At an initial time
slice, we use spatial coordinates Z* to provide unique labels for dust-particle world-lines
crossing the slice. Proper time 7" along the world-lines then allows us to complete the initial
spatial coordinates to a space-time coordinate system. For a well-defined description,
we require det(d, Z*) # 0, excluding intersections of the flow lines (or caustics). The
matrix d,Z* transforms tensor components from arbitrary spatial coordinates to the dust
coordinates; it may be viewed as a triad mapping the spatial tangent space to an internal
space R3 equipped with the metric H/ := h**(8,Z")(8, Z7).

In the dust-coordinate frame, we write the 4-velocity field as u, = —3,T + W;9,Z’
with 3-velocity components W;. The 4-velocity cannot be arbitrary but must satisfy the
usual relativistic normalization condition. For this, the fields introduced so far must be
constrained by adding a term

1
Laust = —5\/— det gp(g" uqup + 1) (3.172)

to the matter Lagrange density, with a multiplier p. It turns out that (3.172) is already the
complete dust Lagrangian, producing all the required field equations:

e u"d,Z" = 0 from varying W;; thus the 4-velocity is indeed along the flow lines of constant Z';

o 3,(/—detgpu®) = /—detgV,(pu®) = 0 from varying T, thus the current J := pu® is con-
served;

o 0,(v/—detgpW;u®) = 0 from varying Z', thus also the current J¢ := W;J“ is conserved.

A suitable interpretation for p is therefore as the energy density, which makes J¢ the
energy current and J/ the momentum current. This interpretation is also consistent with
the stress-energy tensor

2 N
———— = puyu
A/—detg 8g platty

Ty = —
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upon using the condition g*’u,u;, = —1 which follows from varying by p. We indeed have
the stress-energy tensor of a perfect fluid with energy density p and vanishing pressure.
With the usual canonical definitions, we decompose the Lagrangian density as

1
Laust = Ex/deth,o (N"'(uo — Nuy)* — N(hPuqup, + 1))

1 . g
= Ex/deth,o (NTN=T + W;Z' —u N — N(h*’uqu;, + 1)) . (3.173)

Momentum variables are

5C . N
pP= 8;‘5‘ - x/deth%(T —W,Z 4 u N = —dethJn,  (3.174)

(the Eulerian energy) conjugate to T, and P; = 8 Lquy/8Z' = —P W; conjugate to Z'.
A Legendre transformation leads to the Hamiltonian

Hauy = / Ex (PT + P2 — Law) = / &x (NCaust + NCI™)
with the contribution
CY' = —Pu, = P3,T + P9, 7" (3.175)

to the diffeomorphism constraint and

1 P2 1 P2 + habcduslcdust
S ——+ 5 pVdeth e b
2 p/deth 2 P

to the Hamiltonian constraint. Since 0 = 8§ Lgys /30 = —NS8Cqust/S0, We have

P2
Vdethp = .
\/pz + habcgustcgust

Caust =

This can be used to simplify Cgyug as written so far, resulting in

Caust = \/ P2 + pab ClustCust (3.176)

Example 3.25 (Canonical stress-energy of dust)
From the dust contributions to the constraints, we obtain the dust energy density

oF = L\/1 + hyu, = —ypu‘n
dust m atb Yp a

using (3.175), (3.174) and the relativistic factor y = /1 + h®uju, = (1 — hy, V° yby—1/2
with the 3-velocity V¢ = y~'h®u,,. Similarly,

E Pu,

J = —
a dust \/m

In the dust frame with u, = n,, these expressions reduce to pqust = p and Jf”“ = —pu,.

= —anbua = pubnbua .
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In particular for isotropic models, in which the spatial vector C3**' = 0 must vanish just
by the symmetry, we have the simple dust Hamiltonian C4yss = P linear in momenta. In this
case, the full Hamiltonian constraint C = Cgr,y + P = 0 is automatically deparameterized
(“non-relativistically’”) with respect to dust proper time 7.

3.6.3 Electromagnetic field

For the electromagnetic field we start with the Maxwell action

1
SMaxwell = _Z/d4x —detgF, F*

1
-1 / d*x\/—det g F, Foyg“ g% (3.177)

where F,, = V,Ap — VA, is the field strength of the vector potential A,. In the last
expression in (3.177) it has already been made explicit that the metric is used to raise
indices. This is important for the derivation of stress-energy terms, since its components
are obtained from derivatives by metric components.

We first transform to the Hamiltonian description. Writing the inverse metric as g¢ =
h® — np’ with the spatial metric h,; and the unit normal n¢, we obtain terms such as

Rb Fypn® = % (Ap — h29) (Aat®) — NP Fp) (3.178)

As earlier, the time derivative A, = h%L, A, = h2(t°0.Ap + A.8,1°) is defined as the Lie
derivative along the time-evolution vector field ¢, projected spatially. The momentum
conjugate to the spatial A,, multiplying A, in (3.177), is the densitized vector field

8 Sviax
E¢ = g”;we“ Jdethhd Fn® . (3.179)

One can interpret it as the densitized electric field measured by a Eulerian observer. The time
component t*A, does not appear as a time derivative and will be a Langrange multiplier
for a constraint.

Writing the action as

1
SMaxwell = -1 / d*xN+/deth (h“h* F,, Foy — 20" n® Fypn®Foy)  (3.180)
and integrating by parts, we obtain

SMaxwell[Aav Ea] = /dt/ d3x (EaAa + AdtdaaEa - NcpaFca
%

+/det h

CEbhgy, + ~—— chdh‘”hhd)> (3.181)

1
—N
( 2+4/deth
which exhibits all contributions to the constraints. The last two terms, multiplied by N¢
and N, respectively, can be recognized as the energy current S, = E’F,;, = g, E’ B and
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the energy density p = %(det h)~Y2(EYE, + B“B,) of the electromagnetic field. Here, the
densitized magnetic field is B¢ = %Sach/,C. The contributions add to the diffeomorphism
and Hamiltonian constraints when coupled to gravity. The second term in (3.181) is also
a constraint, since the time component A,t° does not have a non-vanishing momentum.
Instead, A,#“ appears as the multiplier of the Gauss constraint 9, £ = V,E* = 0 which
is just the usual Gauss law of electromagnetism. In smeared form, it generates the gauge
transformations of a U(1)-connection: {A,, f BrAX)V,EY} = —V,A.
The total Maxwell Hamiltonian

Hyaxwell Z/ dsx(_AdtdaaEa +NCEaFca
%

vdeth
N E“E’hy, + Y E Fogh@ b ) (3.182)
2+/deth 4
can be used to derive stress-energy components. We obtain the energy density
PE = E“EPhg, + lF b Fogh®hb? (3.183)
2deth wolgme '
and pressure
py = L (ELE e + Lppe (3.184)
FT3\ 2deth 4 ' '

(For a short derivation, one may use the variables (det#, hgp) and take the derivative in
(3.167) only by deth.)
The results can be combined to the simple equation of state

P 1
w= £ = (3.185)

PE 3
which is always realized for a conformally invariant theory such as electromagnetism. (Such
atheory has a vanishing trace of the stress-energy tensor, which requires that —p + 3P = 0.

Since the equation of state in this case follows from the trace of T,,, itis frame-independent.)

3.6.4 Fermions

We have now seen examples for the canonical formulation of matter systems represented
by phenomenological fields such as dust, of scalars, and of gauge fields in the simplest case
of the U(1)-theory underlying Maxwell’s electromagnetism. Non-Abelian gauge theories
follow similar lines, as indicated also by the SU(2)-gauge formulation underlying the
connection variables for gravity. The remaining class of important matter theories is that
of fermions, presented here for the example of Dirac fields.

Dirac fermions are covariantly formulated in terms of 4-component bi-spinors W =
(¥, )T, where v and 7 are 2-spinors transforming in the fundamental representation of
SL(2, C), the complexification of SU(2). In the covariant formulation, we use Dirac’s
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gamma matrices y;, defined as satisfying the Clifford algebra relations

vivi +vivr =201 (3.186)

with the Minkowski metric n; ;. For the space-time signature used here, this implies that

v = -1, y; =1, vivi=—vsyir  for T #J. (3.187)

An explicit representation satisfying the relations is

0 i , 0 —iol
0 J —
vo= <i 0)’ ve= ( iol 0 ) (3.188)

with the Pauli matrices o/.

From the four gamma matrices, we construct further useful ones, such as the gen-
erators of Lorentz symmetries. Infinitesimal Lorentz transformations A;X, acting on
Minkowski vectors vk, satisfy the relation A Xnks +nipist =0, such that Ay is anti-
symmetric. A complete set of antisymmetric matrices is thus sufficient to write arbi-
trary infinitesimal Lorentz transformations. Using the gamma matrices, one easily finds
the antisymmetric combinations oy := }T[y,, ys], and the general rule [[A, B],C] =
{A,{B, C}} — {B, {A, C}} together with the anticommutation relations for gamma matrices
easily show [y, MEo;xl = A1 Kyg as required for an infinitesimal Lorentz transforma-
tion of a Minkowski vector. The matrices o;x thus provide representation matrices for
infinitesimal Lorentz transformations. Moreover, they satisfy O’I-E- = —o0;; and (TJ j = 00j-
On a spinor W, we define the action of the Lorentz group by ¥'(x) = S(A)W(A~'x) where
S(A) = exp(A’oy;) for A;’ = exp(L);”’. The matrices S(A) satisfy the useful relations

y08Ty0 = g1, S7lyls = Ay, (3.189)

The last one follows directly from the Lorentz representation properties of oy, the first
one from the fact that Hermitian conjugation in combination with commuting it with y°
changes the sign of all oy, .

Hermitian conjugation combined with multiplication with y° is an often used operation,
denoted as W = iWiy? =i (w*)T 0 for spinors and A = —y%ATy0 for matrices. (Extra
factors of i compared with the notation often used in particle physics appear here due to
the signature.) This form of conjugation ensures that AB = BA and AV = WA. For the
matrices encountered so far, we have that y’ = —ylando7; = —0yJ.

While the matrices y; do not form a vector, they appear in vector currents con-
structed from spinor fields: the real-valued field i@y’ W transforms as a Lorentz vector,
while WW is scalar. To see this, note, for instance, that ia,yllll’ = —‘IJTSTJ/OJ/IS‘IJ =
—wiy0s=lylsw = i A Wy’ W. Another useful matrix constructed from the y; is

0 (seen eas-
0 1

ily using —ioj0,03 = I). This matrix is Hermitian, satisfies ; = —y7 and anticommutes
with all the initial gamma matrices. In particular, it anticommutes with y°, which imple-
ments a parity transformation on spinors by W' =iy°W (so that the Dirac equation

y> :=iy%y'y?y3, in the representation used here given by y°> = (
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(y'd; + m)¥ = 0 on Minkowski space is invariant under x’ > —x/, x* > x0, ¥ >

iy°W). Inserting an additional y° in the expression for the fermion density WW or the
fermion current i W'y ! W thus results in a pseudoscalar Wy > W or a pseudovector i Wy y ! W,
called the axial current.

On a curved space-time, we obtain tensorial fields from spinors by using a tetrad ¢f to
map internal Minkowski-space quantities to tangent-space objects. The vectorial fermion
current, for instance, is i e?@yl W. The Lorentz generators o;; are used to define a covariant
SO(3,1)-derivative on spinor fields by

1 1
D, =9,V + Ewéja”\ll =9,V + ngfy[,y,]\p (3.190)

with a Lorentz connection w!/ as introduced in Chapter 3.5.1.1.

The covariant derivative, finally, allows us to define a generally covariant fermion action,
whose kinetic term is

1 _
Sbirac = 5/ d*x le| (Vy'e{D, ¥ — D, Wy el W) . (3.191)
M

This action provides minimal coupling to gravity when added to the first-
order Palatini action (corresponding to the Holst action for an infinite
Barbero-Immirzi parameter). For the general Holst action with Barbero—Immirzi parameter
y, minimal coupling of fermions to gravity is achieved by the action

1 - . L ;
st = -/ d*x le] (Tyled (1= 2% ) Daw = D0 (1= —9% ) pletw ) .
2 Jm Y 14
(3.192)
This action, as explicitly shown by Mercuri (2006), is equivalent to fermions minimally
coupled to the Palatini action. (If the value of y used here differs from that used in the Holst

action for gravity, fermions are coupled non-minimally. Although pseudo-vectors appear
in the action, parity is not violated at the level of equations of motion.)

3.6.4.1 Torsion

In contrast to the electromagnetic or scalar fields, fermionic matter couples directly to the
space-time connection via the covariant derivative. This has interesting consequences in a
first-order formulation of gravity coupled to fermions, since variations by the connection
components, as used in part of the field equations, now receive contributions from matter
terms. (A second-order formulation, by contrast, works always with the tetrad-compatible
connection, and so its equations differ from the first-order ones when fermions are present.)
The connection-dependent terms in the Dirac action are obtained in terms of fermion

currents as
1 — ] - ‘
—efw) X (‘I/)/l <1 - LJ/S) oV + WVoyk (1 - l—VSV1> \I’)
4 Y 14

whose combinations of gamma matrices can be written as

viok +oixy’ =y vivk =ie sk y*
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derived using the fact that the original expression is antisymmetric in all indices, not just
in J and K, and

—iy'ylosx —iokyy =iy (v ok —osky’) =2y y8],0%,

in which the middle expression is non-vanishing only if / = J or I = K. (This observation
allows ustowrite y' o, x — oy’ = X8/,8%, v withanumber X which can be determined
to equal X = 2 after contracting the equation with §;.) Combined with the gravitational
tetrad action, which in vacuum provided (3.145), we obtain a connection variation

2
D, (eeE“e?) =2nGle|(P~Y, Xt (e’,’e’KLJJJ + ;e?(JL>
= 27GlelekeX ;b (3.193)

(independent of y) with the axial fermion current J* = iWy 3y W, In particular, the
connection is no longer compatible with the tetrad. There will be a torsion contribution to
the Lorentz connection, which we can write as !/ = @[e]’’ + C!/ with the torsion-free
connection @!/ determined by the tetrad. Equation (3.193) can then be solved to yield

CaJK=2nGe£e”KLJL. (3194)

Canonical decomposition In a canonical analysis, the connection coupling implies that
the second-class constraints, which followed from variations of the action by connection
components, change in the presence of fermions. Looking first at terms containing time
derivatives of the fermions, we write

=5 [ eaeh (a ity - a-imwi)
%

= / &x (py ¥ —2miG(L —i/y)y ¥ iyel PY) —/ d%#ﬁt(pwﬁ). (3.195)
= %
with py, = —i Vdet hyrT. We will discuss the additional term containing Pi" alittle later, and
for now note that the canonical structure of fermions is given by the pairs (v, —i~/det hyrT)
and similarly (17, —i+/dethn') via 2-spinors. The axial 4-current J/ splits into its spatial
components J' = oy + nfoin and the time component J° = ¢y — nty.
Performing the canonical analysis of the Holst-Dirac system along the lines of the
vacuum case shows that the Ashtekar—Barbero connection A’, = I'} + y K/ receives torsion
contributions to both its terms, coming from the spin connection and extrinsic curvature.
(Thus, K will no longer be purely extrinsic curvature contracted with the triad.) Solving

the second-class constraints as before shows that the spin-connection part changes to
Il =TF —2nGekJ®, (3.196)

with the torsion-free spin connection I' obtained earlier. The torsion contribution is indeed
the same one as expected from spatially projecting the space-time contribution C }’/ to
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torsion:
. 1 .
C) = Ehla’eIﬁ(LnleKL = 21GelJ°
from (3.194).

While the torsion contribution to the spin connection follows directly from the second-
class constraints, for the complete torsion contribution to extrinsic curvature the equations
of motion for the triad must be used; the second-class constraints only tell us what additional
contributions to the antisymmetric part of K, arise. The Gauss constraint now reads

1
DMV Pl = 5 Vdeth (3.197)
(including the torsion contributions in DC(IA)), and in lieu of S; = 0 we have

Y€ K" PP = —/dethJ; (3.198)

and K} e,; can no longer be a symmetric tensor. These equations taken together imply that
Dy Pj’.’ = 0 even in the presence of torsion generated by the fermions, which is consistent
with a spin connection (3.196) whose torsion contribution is proportional to the co-triad:
€'/, s P? = €', T P?. We write the Ashtekar-Barbero connection as

A =T +yK! —21Ge' J°. (3.199)

3.6.4.2 Half-densities

Fermions also provide an interesting example for the use of fractional density weights,
in this case weight 1/2. If we couple fermions to gravity in a Holst formulation, the
symplectic terms arise from (3.195). The last term is a total time derivative and can be
dropped in the action, and the first one is the usual one providing us with the expression
for the momentum p, = —i V/det hy/ T of . But from the second term of the first integral,
involving Pf, we are led to conclude that the connection A’ in the combined system of
gravity with fermions acquires a complex correction term 27iG(1 — i /y)y ¥ Tirel. One
can complexify the theory and work with SL(2, C) rather than SU(2)-connections. Already
in the vacuum case, this may even be used to simplify the constraints. However, reality
conditions will have to be imposed to ensure that the imaginary part of A’ is not arbitrary
but of the required form depending on v and ¢!, and those conditions are often difficult to
implement.’

9 The problem becomes especially pressing when one tries to quantize the theory where non-compact structure groups such
as SL(2, C) (as opposed to SU(2)) make current background-independent techniques inapplicable; see the last chapter. There
is, in fact, a second problem when it comes to quantizing the fermion fields: so far, our canonical pair is (¥, py) with
py = —iv/ dethy . Quantization requires us to find operators on a Hilbert space such that the canonical Poisson brackets
between the pair become a non-vanishing anticommutator — see the end of this section — equaling i7, and that they

commute with all other basic operators. One must also implement the reality condition p:Z = i+/dethy in an operator form

ﬁ]; =i/ dethx/A/. But then, for an arbitrary function f(A) of the connection conjugate to the spatial metric, we have

0= ([py. FODT =i[Vdeth, f(AIY #0 (3.200)

which is inconsistent.
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This problem, as well as difficulties with possible quantum theories, was recognized and
elegantly solved by Thiemann (1998a), proposing to use half-densitized spinor fields, i.e.
work with £ := v/det by instead of ¥ (and x := ~/det hy instead of 1) as the fermionic
configuration variables with momentum ps = —i§ T, (For unrelated reasons, half-densitized
spinor fields were also introduced in the canonical formulation of supergravity by Deser et al.
(1977).) The inconsistency in (3.200) is eliminated, since the reality condition pg = —i&
for half-densities does not involve the metric. Moreover, the symplectic term becomes

i

~5 || SV (it = it = = ity = ')

= —if Ex (76 + xTx) +271G/ d*x P L,(eJ) (3.201)
(ignoring total time derivatives). Combining the last term here with the gravitational sym-
plectic term, there is still a contribution 27w Gefl JO to be added to the Ashtekar-Barbero
connection Afl, but it is real-valued. The new connection

A= AL 4+ 21Ge J* =T + (CL +27Gel J°) + yK! =T + yK!

can easily be employed without new reality conditions. Using half-densities has the inter-
esting effect that the new canonical connection A/ contains only the torsion-free spin
connection, even in the presence of fermions (while there is still a torsion contribu-
tion to the extrinsic-curvature part). This feature, however, is realized only for minimal
coupling.

The canonical structure of gravity with Dirac fermions is thus given by the pair (A, PJ’.’ )
for the gravitational variables and two pairs (£, pz) and (x, p,) of half-densitized 2-
spinors. For the fermionic Poisson brackets, the canonical transformations are generated
provided that one treats the spinors as Grassmann variables, i.e. their components (as
well as derivatives of field-dependent functions by their components as they feature in
the Poisson bracket) anticommute: kA = —Ak if both ¥ and A are Grassmannian vari-
ables such as the components of &, while a fermionic component commutes with any
non-fermionic field. The full motivation is due to quantum field theory, but a classical
formulation of anticommuting fermions is possible. For functions f and g of the fermion
components,

_ af dg  df dg
fed=> (@ e+ g £> (3.202)

o

with a symmetric Poisson tensor (satisfying a graded Jacobi identity). Thus, {f, g} =
—{g, f}if f and g are Grassmann-even functions of the spinor components (functions com-
muting with the spinor components, for instance & &). For Grassmann-odd functions « and
A anticommuting with the spinor components (such as the spinor components themselves),
{r, A} = {A, k}. Martin (1959) provides more details about the mathematical formulation
of classical mechanics with fermionic degrees of freedom.
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Example 3.26 (Gauge transformation of 2-spinors)

Using the Gauss constraint (3.197), SU(2)-gauge transformations of the half-densitized
fermions are generated by the current %«/ dethJ; = %i(pgajé + pyo;jx). Infinitesimal
gauge transformations of the first 2-spinor are {§, J;} = %iajé and {pg, J;} = —%ipgaj.
The minus sign in the latter expression arises from anticommuting the pe (or the derivative
by & in the Poisson bracket) past the pg in J;. The signs of these two transformations are

consistent with the relationship p; = —i& f,
Exercises
3.1 Verify that the tensor P/ defined in Example 3.3 is a Poisson tensor.

3.2

33

34

35

3.6

3.7

Verify the formula
i1...ip J jn — 1o Jin
g Ml My = el det M

for an n x n matrix M, l] using induction, where &''+» is antisymmetric in all indices
with g!+" = 1.
Compute the determinant det g of a space-time metric g,, with line element

ds? = —=N2dr? + hgp(dx® + Nedt)(dx” + N”dr)

using the formula from the preceding exercise.

Show that the Lie derivative £,h,;, of the spatial metric /., along the unit normal
n®V, of a spatial slice is spatial, i.e. n?L, h,, = 0. Use only the definition of a Lie
derivative but not the relation to K.

Show that £, T, is spatial for a spatial tensor 7, if the time-evolution vector field #*
has a vanishing Lie bracket with the normal to hypersurfaces.

Let Flha, p®®] be a functional of the spatial metric and its momentum. Show that
the diffeomorphism constraint C§" = —2h,.D,p® generates diffeomorphisms in

the sense that
{F, / d3xN“(x)C§raV}

(s [ SF SF ah
- / o (ahab(x>£”h”b(x)+ spo (0 NP m)

provided that 1., and p® satisfy the constraint. Ignore boundary terms whenever you
integrate by parts. It helps to consider first functionals G[h,,] and H[ 1 only of the
spatial metric or its momentum, respectively, and then combine the results.
Use curvature relations to show that the vacuum constraints of canonical general rel-
ativity are proportional to the normal projections G,nn® and Gbchzn", respectively,
of the Einstein tensor.

Then show that the gravitational constraints (divided by +/deth) are linear com-
binations of the Einstein-tensor components G% which were found to depend only
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39

3.10
3.11

3.12

3.13

3.14
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on first-order time derivatives of g,,. Here, an index O refers to projection along the

time-evolution vector field.

Show that the normal-projected stess-energy components 7,,nn’ and T,,n®h? equal

the matter contributions to the constraints C and C, (divided by +/det k).

Complete the canonical analysis of higher-derivative Lagrangians as begun in

Example 3.11.

Derive the Poincaré algebra from the hypersurface-deformation algebra.

Compute the Lie derivative of g% along a vector field £¢, and read off the coordinate

transformations of the lapse function N and the shift vector N under x* > x* + &*.
Verify that the gauge transformation (3.93) generates the same transformation,

observing the relationship (3.96).

Compute I', = g”“(&c 8ab — %Ba g»e) for the canonical form of the space-time metric

in terms of N, N and h,;, and verify that

N*nT, = N(I'y — N°T,) = 3N — N“9,N — N*K%,
h*T, = —D%log N — ia N+ LN”a N+ G*
b= g Nz % N2 b

where G* = h”¢G“,,. is obtained by contracting the spatial connection components.

(1) Use the canonical equations to show that the maximal-slicing condition K¢, = 0
implies that the elliptic equation D*D,N = N ®R for N.

(i) As a simple model for a strong curvature region, assume that the spatial metric
is flat while the curvature scalar is given by ®R(r) = Ry8(ry — r) with constant
Ry, o and the step function 6(x) which is zero for x < 0. Solve the elliptic
equation for N with these fields and show that N decreases in regions of positive
scalar curvature.

Verify that the model is self-consistent for Rorg <« 1 by solving the elliptic

equation with the same scalar curvature but a spherically symmetric metric ds> =
(1 + 8L(r))*dr* + r>dQ?* perturbatively in 8L to first order, such that ®R(r)
corresponds to this metric.

(i) Verify that the distortion tensor defined by

d g

Yo = l(deth)m —
) dt (det h)!/3

is related to shear by
Eab = N(Kah - %habKCc) + D(aNb) - %hachNc .

(i) Show that the integrated distortion [y, d®x+/deth £, %" is minimized by a shift
vector satisfying D“¥,;, = 0 and express this equation as an elliptic equation

D,D“Ny + Dy D,N* + VR, N* = —2D*(N(Kap — 1hapK©.))

for N¢.
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3.15

3.16

3.17

3.18

3.19

3.20

3.21

322

3.23

Hamiltonian formulation of general relativity

Use the tetrad method to compute the Ricci scalar (2.4) for an isotropic space-time
with general lapse function N.
Use the tetrad method to compute the curvature invariant Rabed R . . for the
Schwarzschild space-time.

[Hint: Eq. (5.74).]
Starting with {K!(x), E?(y)} = 87G8}575(x, y) and the relationships between K
and p"d and E j? and h,p, respectively, show that the correct Poisson brackets
{(hap(x), p4(y)} = 8(Ca8,‘f)8(x, y) for the ADM variables are produced.
Compute the constraint algebra { D[N{], D[N51}, {H[N], DIN“1}, {H[N1], H[N,1}
in complex Ashtekar variables.
Analyze the Holst action in Euclidean signature, replacing the
Minkowski metric n;; with §;;.
Derive the Eulerian energy current JE and the Eulerian stress tensor S in terms of
components of 7, as in Example 3.24.
Derive all Eulerian stress-energy components for the minimally coupled scalar field,
and compare with the perfect-fluid form of stress-energy tensors.
Verify that the diffeomorphism constraint for half-densitized fermions generates Lie
derivatives of the fermions.
Compute the canonical stress-energy components for Dirac fermions.
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Model systems and perturbations

Many of the new phenomena predicted by general relativity are best illustrated and ana-
lyzed not by strenuous applications of the general equations but by physically motivated
reductions to more special and simpler situations. One of the main tools is symmetry reduc-
tion, the investigation of solutions exhibiting certain space-time symmetry properties. The
most well-known examples are spatially homogeneous geometries for cosmological models
(implementing the Copernican principle) and spherically symmetric ones for non-rotating
black holes. Deviations from these exactly symmetric situations are described by pertur-
bation theory, which is heavily used, for instance, in scenarios of cosmological structure
formation.

4.1 Bianchi models

The vacuum Hamiltonian constraint (3.63) can be written as

ab ca  Ndeth GR

Cgrav = l6r Ggabcdp p 167G 4.1
with the DeWitt supermetric
1
Gabed = \/ﬁ(ha(chd)b — Yhaphead) . (4.2)

It takes the form of a Hamiltonian with a kinetic term quadratic in momenta and a potential
term —+/det 2 @R /167 G. In fact, for the choice N = 0, N = 1 (Eulerian observers) one
can easily verify that this Hamiltonian C,,, generates the equations of motion previously
derived, such that in this case evolution can be interpreted as motion on the space of metrics
governed by the curvature potential. (Without specifying lapse and shift, this motion is
governed by NCgpy + NC5™. Also in an inhomogeneous neighborhood of isotropic
models, the Hamiltonian constraint equation takes the form of a hyperbolic evolution
equation as shown by Giulini (1995).)

The space of metrics in general is an infinite-dimensional space, but is finite-dimensional
when spatial homogeneity is imposed. Gravitational dynamics then provides interesting and
tractable dynamical systems representing cosmological evolution.

113
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4.1.1 Bianchi classification

Spatial homogeneity implies that there is a symmetry group S acting on space-time together
with a time function ¢ such that S acts transitively on each spatial slice X,;: for any pair
(x, y) of points in X, there is a group element s € S such that s(x) = y. Moreover, on X,
the group action is an isometry: s*h,;, = h,p and s*K,, = K, for the action of S restricted
to ¥; such that the induced metric and extrinsic curvature, specifying the hypersurface
geometry of X, in space-time, are preserved.

The symmetry group must be continuous, forming a Lie group if its action is also required
to be differentiable. The action of each element s in the connected component of the identity
can be written as s(x) = <I>f(x) with a vector field £¢ and some ¢ € R, i.e. as the action of
the flow generated by £¢. All other values of t provide group elements as well, in particular,
small ones for which we can expand <I>f () = x"* 4+ t&*. Since <I>f preserves the metric,
& must be a Killing vector field.

Example 4.1 (Expansion of @f)

To second order in t, we write CDf(x)" = x* 4 tEF + 12YH* + O(t3) with an object Y* to be
determined. Since the flow is obtained by integrating along £°, the identity de ) dbf = dbgt
must be satisfied: the left-hand side just splits the integration region of the right-hand side
in two. (More generally, CD,E for a fixed £% is a group homomorphism from the real numbers
to a I-parameter subgroup of S.) Computing both sides with our second-order ansatz, we
obtain

D7 (B (X)) = B (x" + 1£" (x") + 2V (x") + O(tY))
= (X" + tE* 4 12YH) 4 tEM(xY + ") + 12V + O(FD)
= x4+ 2E" + 2QY* + £Y0,EM) + 0(P)
taking into account the position-dependence of the vector field £*, and
5 () = XM+ 2ER 42 + O(F).

Comparison results in Y* = %S”E)v%"‘, and thus

1
() = x" 15+ SEVDE + O(). (4.3)
Proceeding in this way for higher orders, the series expansion
=1
OF ()" = D —1"(E"D,)"x" =t (exp(r£)x)" (4.4)
n!

n=0

results.

A Lie group can thus be interpreted as obtained by exponentiating the action of vector
fields. The dimension of the space spanned by the set (]} of vector fields used determines
the dimension of the group. For the exponentials to form a group, certain identities must be
realized between the vector fields €. The most important one can be seen by considering
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the product commutator CDf‘ P CD%, (b'éf, for two different vector fields &' and &5 . Inserting
all expansions to second order in the parameters t and r, one obtains

O] DD, O (x)! = x" + re[Er, £ + - (4.5)

with the vector-field commutator [§, ;1% = Ef’&hég — Efabé‘f. Given the group property,
we know that there must be a vector field £{ and a real number q such that CID,E' e @ét @g_zr =
@33. Comparing the expansions of both sides then shows that for any pair of vector fields
&l and &5, there must be another vector field & such that [&,, §&;1° o« &5 and &5 gives rise
to a group element when exponentiated.

A Lie group is obtained by exponentiating a set of vector fields that form a closed algebra
undertaking Lie brackets. Such a set forms a Lie algebra defined by relations of the form

(&, €71 = —C¥ &k (4.6)

with structure constants C¥;; € R antisymmetric in / and J. A Lie group that acts as
the transitive symmetry group of a 3-space X, as considered in the present context, has
a 3-dimensional Lie algebra of spatial Killing vector fields with basis (§/);=,.. 3. Due to
transitivity, at each point x the triple £7 (x) of vector fields forms a basis of the tangent space
T, X. As in this example, the bracket operation has arisen as the Lie bracket of vector fields;
it may now be abstracted to denote the Lie bracket for composition of Lie algebra elements.
By definition, it must have the properties of linearity in both entries, antisymmetry, and the
Jacobi identity €//K[&;, [£;, Ex]] = 0. All this is automatically satisfied for a Lie bracket
arising from Lie commutators of vector fields.

A Lie algebra is characterized by its structure constants CX;;, and it contains much
information about the Lie group obtained from it by exponentiation. Moreover, a linear
algebra is easier to analyze than a non-linear group; the algebraic viewpoint is thus of
advantage, focusing on properties of the structure constants. These constants cannot be
chosen arbitrarily, for the relations (4.6) must obey the properties of a Lie algebra. We have
already pointed out the antisymmetry of the structure constants in their two lower indices.
Another relation follows from the Jacobi identity, as we will use it below for a classification
of 3-dimensional Lie algebras.

Given a set of vector fields forming the Lie algebra of a transitively acting symmetry
group, the Killing equation allows us to test whether a given spatial metric (or extrinsic
curvature) tensor is left invariant. But it does not provide us with means to construct invariant
tensors systematically, which would be required for a general analysis of homogeneous
geometries and their dynamics. To that end, we will now construct invariant tensorial
objects, starting with invariant vector fields which by dualization and tensorization allow
us to construct invariant tensors of any type.

Invariant vector fields We assume that a Lie algebra of vector fields, together with its
structure constants, has been chosen. From this, we would like to determine a tangent-
space basis of invariant spatial vector fields X{.
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Example 4.2 (Push-forward)
So far, we have formulated the action of the Lie group on space, with coordinates x*. The
action on vector fields or tensors is obtained by considering be as a diffeomorphism acting
on the space on which the vector field is defined. For a diffeomorphism ®: ¥ — X, the
usual tensor transformation law, viewing x* +— ®~1(x*)” as a change of coordinates,’"
then provides the push-forward action
—1( A
@, XHxh) = —“’axﬁ’” XY(D(x) @7

of an arbitrary vector field X¢ on X.

For a diffeomorphism <I>f generated by a vector field £°, we use the linear expansion
be(x)" = x* +tE* + O(t?) int to derive

®F, XH(xH) = (8% — 19,1 X (" + 18" + 0(t?)
= X (") — t(X 8,E* — £49,X") + O(t?)
= X (") +t[E, X1 + 0(+%).

Infinitesimally, the Lie bracket determines how a diffeomorphism acts on vector fields. As
discussed in more detail in the Appendix, the Lie bracket here is realized as a special case
of the Lie derivative
£ x
;. — DX
L:X* = lim @r — DX

t—0

=[5, X1 (4.8)
applied to a vector field.

Invariant vector fields X9 must have vanishing Lie brackets with all symmetry generators
&7, L, X = 0, so that the symmetry flow leaves them invariant. The original vector fields
&7 are themselves invariant only if C!;x = 0, realized only for an Abelian symmetry group.
For a general symmetry type, we must construct a new set of vector fields X{ invariant
under the flow generated by the &;'.

For a transitive group action, a basis of invariant vector fields can always be constructed,
as follows by expanding X¢ = X7 &¢ (the £/ forming a tangent-space basis) and integrating
the relations

0=I[&, X,1° = (€)X )e8 — XKCL xEf (4.9)

for the functions X . According to the preceding example, this ensures that all infinitesimal
actions of the Lie algebra leave the vector fields X{ invariant. While global integrations
may be non-trivial, we can at least see the existence of local vector fields by starting at a
point p where X7 = (Xo)/ of some fixed choice, and then integrating the equations to a
whole neighborhood in some order, e.g. first along a trajectory of &} through p, followed

I If ® transports objects such as vector fields on ¥ (the active picture), their coordinate descriptions are related by ®~! (the
passive picture).
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a

S,

a
S
i%

Fig. 4.1 Integration scheme for the coefficients of invariant vector fields: start at a point p, integrate
along the &['-trajectory through p, then from each point of the trajectory along &5, and finally along

&5

by &3 -trajectories with initial values along the &} -trajectory, and finally for &5 (illustrated
in Fig. 4.1).

Like the symmetry generators &7, the invariant vector fields X¢ also form a closed algebra
under Lie brackets:

(X7 Xy1° = [X;, XJEx]* = (X]0,X e
= X[ (€0, X))sp = X7 X CY k&
=CV X4 (4.10)
using (4.9) and introducing
CNpyi= XEXKCM (XD 4.11)

The new structure constants CV;; are equivalent to the original ones because X7 is
invertible. They are invariant under the action of the symmetry group:

(&L, CX 1 XK1 = &0, [X1, X401
= —[X, [&r, X111 — (X1, [Xs, 601 =0

(£13,C% 1 X%

implies ggaac’(,, = 0 for all L since {X';<} is a basis.

In terms of Lie groups (see Appendix for more information), the two sets of com-
muting vector fields &7 and X9 generate diffeomorphisms corresponding to left- and right-
translation Lg: h + ghand R,: h — hg on the group manifold S ~ X;. This observation
demonstrates the existence of global commuting sets of vector fields because left and right
multiplication commute: Ry, Lo h = (g1h)g2 = g1(hg2) = Lg, Ry h.

Invariant tensors For a basis of invariant vector fields X¢ as we have determined it, there
is a unique dual basis of the cotangent space given by 1-forms w! satisfying X4w! = §7.
This relation together with the product rule and the invertibility of X{ already implies that
the dual basis vectors are also invariant: ¢, @ = 0.
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As the analog of a closed Lie algebra of invariant vector fields, invariant 1-forms satisfy
the Maurer—Cartan relations

1
I I K
Doy = —5C 1K@ of (4.12)
or, in differential-form notation, dw’ = —%C I' k@’ A wX. To prove this, we note that in

the X;-basis

2Dl X5 X% = X5(Dw)) X% — X4(Dporl) X%
= XD (w0} Xb%) — X4l Dy X% — X% Dy(w} X5) + X4l D, X5

= —wl[X;, Xx1" = —0} CFjxk Xb = —C" )k

using Da(wéXII’() =0.
With invariant vector fields and a dual basis of invariant 1-forms, we define invariant
tensors, of arbitrary degree, which have vanishing Lie derivatives along the &/

ay...a _ h..I
T by..bp = T Ji.

J Ji
JXZ‘ X;‘iwb; --~wb[’ 4.13)
is invariant for spatial constants YRR 5.5~ Invariant tensor densities of weight n are
provided with an extra factor of | det(w£)|”. In particular, we define a class of homogeneous
spatial metrics

hab = h”wéw,{ (414)

with a symmetric matrix /;; whose coefficients depend on time only. Any such metric
hgp 1s invariant under the given group action of S, and is thus homogeneous with Killing
vector fields &, I =1, 2, 3. As can be seen for instance in Hawking (1969), the structure
constants determine the curvature of any such metric by the Ricci scalar

1 1
OR = —EC’JKcKuh“ - ZC’JKCLMNthh,Lh” —C!;Cx gLt (4.15)

as it enters the dynamics via the curvature potential in the Hamiltonian constraint.

Example 4.3 (Homogeneous metric)

For an Abelian Lie algebra R3, the structure constants vanish and the Maurer—Cartan
relations are easily solved by differentials w! = (dx'), of the Cartesian coordinates x'
in R® = X. A dual basis of invariant vector fields is given by coordinate derivatives
X4 = (3/3x")9. Any invariant spatial metric obeying an R*-symmetry is of the form h,, =
hyy(dx"),(dx”), with spatially constant (but possibly time-dependent) coefficients hyy. If
some structure constants are non-vanishing, no invariant coordinate basis of the tangent
space exists.
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Structure constants So far, we have assumed a given symmetry group with its Lie algebra
and determined its invariant tensors. Via invariant vector fields and 1-forms used to construct
them, the form of invariant tensors depends on the structure constants. The structure
constants themselves cannot be chosen arbitrarily because the axioms satisfied by the
symmetry group imply relations between them.

More precisely, the symmetry generators &; and the invariant vector fields X¢ form a
Lie algebra, which must obey antisymmetry of the Lie bracket and the Jacobi identity.
Moreover, we do not want to distinguish between different versions of C’ ;¢ just obtained
by redefining the basis of symmetry generators by linear transformations. This reduces the
possible choices for C’ ;¢ to nine types, as they have been classified by Bianchi.

It is useful to parameterize the options in the following form: first, using antisymmetry,
Cljx = C[’ k7 @ll the information in the structure constants can equivalently be expressed
by a matrix

%CIJKGJKL = D) 4 AU = Il 4 (TLK
In the first step, we have decomposed this matrix into its symmetric and antisymmetric
parts, and then expressed the antisymmetric part A’" by its three non-trivial components
gathered in the vector ax . With this decomposition we express the structure constants as

1 1
Clix = E(CIJK —Clg)) = ECILMGLMNGNJK =ensxn'™ +8ka; —8hax . (4.16)

Finally, the symmetric matrix can be diagonalized by a constant change of the basis X¢
as n'/ = nD§"7 (where we are not summing over I on the right-hand side, as indicated
by the brackets). We are left with six independent parameters n’ and a; in the structure
constants.

The vector a; plays an important role in the classification of Bianchi models by their
structure constants because it allows one to split them in two classes, the so-called Bianchi
class A models which have a; = %C 717 = 0, and Bianchi class B models for which a; # 0.
With the Jacobi identity

[X:, [Xy, Xk]]+ cyclic =0,

which we have not used so far in the classification, an identity for the structure constants
follows, implying n//a; = 0 (Exercise 4.1). Thus, the vector a; is an eigenvector of the
symmetric matrix n'’ and, without loss of generality, can be chosen to be (a, 0, 0) in the
eigenbasis that makes n/’ diagonal. Now, only four independent parameters are left in the
classification.

Redefinitions of the Lie algebra basis allow further simplifications by rescaling and
reflecting basis vectors. In this way, all components can be made either zero or £1, and
only relative signs between the parameters are relevant. The matrix n/’ and the vector a;
can be interpreted as tensors on R? transforming under linear transformations. Without
raising or lowering indices and noting that n’’a; = 0 vanishes automatically, this allows
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Table 4.1 Classification of the Bianchi types. (Type Il is identical
to type VI,—_1.)

~
[S]
w

Group type

Q
S
S
N

Class A 1
i

VI

VI

IX

VIII

coco oo oo
| + © o
+ oo oo

Class B \"
v
VI,

VI,

cococo|++++ + o
++ o

+ 4+ +
++ oo |+ +

only one possible linear invariant, n, defined by

ajaj = %77 erxr €myn* Mt

In an eigenbasis of n!/, we have a®> = nn’n>. Thus,  can be identified with zero in class
A models, and is well defined in class B models only for n’n> # 0. Since 7 is invariant
under linear transformations, it is the only continuous parameter, provided that it is well-
defined and not restricted to vanish. Altogether, this provides a complete classification of
Bianchi models corresponding to inequivalent 3-dimensional Lie algebras as summarized
in Table 4.1, where subscripts on the traditional group symbols indicate the continuous
freedom of 7. For class B models, not all n! can be non-zero because the matrix n!’
have a non-trivial zero eigenvector: n//a; = 0 and a # 0 in this case.

must

4.1.2 Diagonalization

We now turn to the dynamics of Bianchi models in general relativity. Since the coeffi-
cients i;; of a homogeneous metric (4.14) form a symmetric matrix, they can always
be diagonalized by rotating the basis of invariant 1-forms w/: an orthogonal matrix O;,

0,7 (07);X = 5K, exists such that O;'h;x O % = h(;)8;1. We then write the spatial met-
ric at any given time as

hap = hrjolo] = (01 hyx 0L Oy YO W o)) = hindrswl )

with /! := (07), ! .

Initial conditions can thus always be made diagonal by a choice of basis. Under evolution,
the spatial metric stays diagonal if the momentum p’” is diagonal in the same basis at all
times. As initial momenta, we can choose a diagonal form just as we did for 4, but this
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will be preserved in time only if p!”, or the spatial Ricci tensor related to it by the evolution
equations (3.80), is diagonal. In general, this is only the case for class A models. In what
follows we will restrict attention to diagonalizable models which already exhibit the most
interesting features of homogeneous models, and thus assume that a; = 0 together with a
diagonal metric h;;(t) = h()(t)8;; valid at all times.

The dynamics of diagonal models is most easily formulated for a vanishing shift vector
N“ = 0 and a lapse “function”

Jdeth
N=YE 4.17)
167G

(which for this choice is actually a scalar density). Since we assume class A, we have struc-
ture constants C’ ;g = €;;xn'). For a diagonal spatial metric h;; = h(;y8;; and vanishing
shift vector, one easily computes the extrinsic curvature K;; = ﬁfz( ndéry from (3.51), and
thus also the momentum p’’/ = p®§’’ (derived from a density-weighted homogeneous
P = | det(wX)|p’? X9 X%) is diagonal. For its components and those of /;;, we have
the Poisson bracket {h;, p’} = 8/, as it follows from the pull-back of the homogeneous
symplectic term to the subspace of diagonal configurations:

/d3xhabpab = fd3x|det(wf)|h11plj = /d3x|det(a)f)|h1p1 =h;p.

(As in Chapter 2, we set the coordinate volume Vy = [ d®x| det(wX)| = 1.)
These reductions can now be inserted into the Hamiltonian constraint
deth

— Or=0 4.18
(167 G)? .18)

1
Ncgrav = pubpah - E(pau)z -
whose curvature potential is given by (4.15). The kinetic term quadratic in momenta is
cd pab _ ab)2

R IR 1
pap™’ — 3 (Pa)” = hachsap E(hahp

1 2
= h11<hJLPKLP” 3 (huP”)

3 , 1 (3 2
Zh% (PI) —5 (Z h1P1>
I=1 I=1

1

N

(R3(p")? + h3(p*) + h3(P°)*) — hihap' p?
—hihsp' p® — haohsp?p’ .

Misner variables Even with diagonal metrics, the kinetic term is not of diagonal form in the

sense that there are cross products of different momentum components. For convenience,

one can change this by a canonical transformation, following Misner (1969), that we split
into two steps:
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1. In the first step, we do not yet diagonalize but absorb the metric components of the kinetic term
into new momenta

1
o = logh; , p' :=2hayp' suchthat {a;, p’} =36 . (4.19)

The kinetic term then depends only on p’.
2. Now we define the Misner variables («, B, f—) and their momenta (p,, p+, p—) via

o =a+ By +38, ol = lpa—l—l[u—i-ip, (4.20)
3 6 2.3
w=ta+ By — V3B, P’ =: lPa + lP+ - LP— (4.21)
3 6 24/3
, 1 1
o3 =t —28, p =t gpa - §P+- (4.22)

It can easily be verified that this transformation makes the kinetic term diagonal in momenta:

1 1 1
Pap™ = S () = 3 (0D +(0*) + (1) = (0" p* + p'p* + p?p?)

1
ﬁ(_l’i +pi+pd). (4.23)

In Misner variables, the geometry is not described by the usual metric components but by
the total spatial volume

1
o= g(al + ay + a3) = log(det hy)'/® (4.24)

and the anisotropy parameters .+ which vanish for isotropic metrics where o} = o, = 3.

Anisotropy potential The kinetic term is to be combined with the curvature potential
(4.15) which we write as

3) 1 (n'h n2hy,  nihs n'n? n'n3 n?n3
R=—- + + -2 -2 -2 (4.25)
2 \hohs  hihs  hih, hs hy hy
_ Lo (n‘ GHBAVIB) | 2 MBI | 38
2
— 22t — oplpde 2BV _ 2n2n3672(’3*+*/§ﬂ*)) (4.26)

for diagonal metrics and then in Misner variables. This gives a curvature potential
—e% R /(16w G)? in (4.18).

Equations of motion for the metric components and with our choice (4.17) of the lapse
function are simply

1 . 1 . 1
.= aNCrVZ__ . = — 5 - = —pP- 427
a = {o gra } 12Pa B+ 12P+ B 1217 ( )
which allows us to write the Hamiltonian constraint as
) ) 6e 3R
—64> + 652 + 6% — =0

(167 G)?
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4.1.3 Kasner solutions and BKL scenario

Anisotropic geometries, even if they are homogeneous, allow more general kinds of cur-
vature than the isotropic FLRW models. They are thus especially important for an under-
standing of the behavior of universe models near a singularity, when curvature is large. In
fact, specific solutions as well as general properties of anisotropic models show that the
isotropic approach to a singularity is very special. The anisotropic approach, on the other
hand, seems generic, as indicated by several arguments to be discussed now.

Bianchi I and Kasner solutions The simplest Bianchi model is obtained for type I, in
which case the symmetry group is Abelian: R? or a compactification. All structure constants
vanish, C! ;¢ = 0, and invariant 1-forms can simply be chosen as differentials of Cartesian
coordinates: w!dx® = dx'; see also Example 4.3.

As a further consequence, the curvature potential vanishes identically. The system with
Hamiltonian constraint

1
NCyray = ﬁ(—pi +p2 +p?) (4.28)

becomes deparameterizable in internal time «, providing solutions S («) with preserved
momenta. With a constant potential in the anisotropy plane, solutions for S («) are straight
lines. In fact, we can easily solve equations of motion also in coordinate time: for the
variables (4.19),

pl = {pl’ NCgrav} =0
implies that all p! are constant in time, and thus also
. 1 _
a; ={a;, NCyry} = Z(zpl —pl=p?=pH =0

are constant. Solutions are o;(¢) = 97t + a}o) in a time coordinate ¢ corresponding to our
choice of lapse. The constants are not arbitrary because initial values must satisfy the
Hamiltonian constraint

2
1 152 1 1.2 1.3 2.3 22 .
O:NCgrav=§El (,0)_1()0,0 +p p+p°p)= E] ay — EI &

which requires

2
> @)= (Z ﬁ,) ) (4.29)
I I
For any such solution, we transform back to the original metric components
hy =™ = h(lo)ew' ;

compute the lapse function N o +/deth o exp((#' + 92 + #°)¢), and obtain proper time
T = [T N(@t)dr oc exp((§' + 9% + #%)¢). In this time coordinate, the line element takes the
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form
ds? = —dr? + 72" (dx")? + 127 (dx2)? + 72 (dx3)? (4.30)

of the Kasner metric , where we absorbed the constants h(,o) in the spatial coordinates and
defined the Kasner exponents

They must satisfy

431

dovl=1=> "0y
1 1

the first part by definition, the second due to the Hamiltonian constraint (4.29).

Kasner solutions have several characteristic properties. The volume as a function of
proper time is proportional to V' T+’ — ¢ which vanishes at T = 0 independently of the
Kasner exponents. The conditions (4.31) allow only solutions for which —1 < v/ <1 in
such a way that one of the exponents is negative while the other two are positive. Thus, it is
not possible that all directions are expanding or contracting at the same time, which shows
the difference to isotropic solutions. Moreover, extrinsic curvature, whose components are
given by time derivatives of &; and thus expressions proportional to 72'~1 does not remain
finite at T = 0, while the spatial Ricci scalar vanishes. By the Gauss equation, the space-
time Ricci scalar diverges at T = 0, presenting a singularity at a finite proper time: relaxing
the assumption of isotropy does not eliminate singularities. (See also Exercise 4.3.)

Bianchi IX and mixmaster behavior For the Bianchi IX model, we have structure con-
stants C! ;¢ = €’ ;x of the Lie algebra su(2), and a non-trivial curvature potential

6 4
e 3) 1 ™

_ & OR= 2 (o8B _ 4o cosh(2v3B
(167G )2 2 (167G ) <e e cosh(2V/3p-)

+ 2¢*+ (cosh(4v/3B_) — 1 )) (4.32)
with the following properties:

1. From the deparameterized perspective used initially for Kasner solutions, ¢ ®)R presents a time
(o) dependent potential in the anisotropy plane (8,, B_). The system is no longer deparameteriz-
able by «.

2. The potential is symmetric under rotations of (8., ) by 2r/3.

3. Along radial directions away from the isotropy point 8, = 0 = f_, the potential generically has
exponentially increasing walls, except for the direction B_ = 0, B — oo and its two rotations by
+27/3.

4. The shape of the typical wall can be determined from 8_ = 0, B, — —oo: its dominant increase
is by e818+1,

Some of these features can be seen in Fig. 4.2. (See also the cover image.)
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Fig. 4.2 Logarithm of the norm of the curvature potential for a Bianchi IX model in the anisotropy
plane at fixed volume. Solid lines of this contour plot correspond to positive values of the potential,
dashed lines to negative values.

Even though the system is not globally deparameterizable by «, we can visualize and
describe the evolution by the picture of a point particle moving in the anisotropy potential.
When the potential is small near the isotropy point, we have almost free Kasner motion
as in the Bianchi I model, a so-called Kasner epoch. However, the particle, following a
straight line, moves away from isotropy and generically approaches one of the exponential
walls. Because of their steepness, reflections at the walls can be approximated as almost
instantaneous. The Kasner exponents v/ change during such a reflection in a way which
can be determined from the equations of motion. After a reflection, we enter a different
Kasner epoch in such a way that the previously negative exponent becomes positive and
one of the positive ones becomes negative. The directions change roles at each reflection
regarding their expansion/contraction behavior. There are infinitely many reflections before
time ¢t = 0 is reached, earning the dynamics the moniker mixmaster behavior. At any time,
the volume is decreasing in the evolution toward smaller 7, and hits a singularity after a finite
amount of proper time. Because reflections happen in the triangular shape of the potential
which encloses a finite volume in the anisotropy plane, general results of billiard systems
imply that the dynamics is chaotic; see, for instance, the review by Damour et al. (2003).
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BKL scenario As first undertaken by Belinskii et al. (1982), one may look for generic
asymptotic line elements close to a spacelike singularity at T = 0 by making an ansatz of
the form

dsz — —dfz 4 .[ZDI(X)(wl)Z + TZUZ(X)(w2)2 + T2U3(X)(a)3)2 (433)

with homogeneous 1-forms @’ of some Bianchi type and “Kasner exponents” v’ (x) which
are now space-dependent. The equations of motion for ahomogeneous model corresponding
to the invariant 1-forms ' are then modified by terms containing spatial derivatives d, v’ (x).

The spatial curvature tensor then acquires two contributions, one from the invariant 1-
forms which may have non-vanishing derivatives, and one from the spatially dependent
v!(x). The first contribution simply agrees with the curvature tensor of a homogeneous
model as used before. The second contribution captures properties of the inhomogeneity
and is thus more interesting in the present context. By the product rule, the spatial connection
coefficients

€y = —h A Duhpg + Ophaa — dahap)

with h,, = Sabtzv(b) from (4.33) acquire a contribution
G, = log T(850,v" + 85950 — §°8,,3,0' )

from the inhomogeneity, which diverges as log 7 at the singularity. Spatial Riemann or
Ricci curvature tensors, quadratic in the connection coefficients, diverge as (log 7)2, and
the Ricci scalar has diverging contributions of the order r’zvl(log 7)? with an additional
factor from the inverse metric.

There are also curvature terms not containing derivatives of v!, which are the same as
in the homogeneous case. The strongest divergence in the Ricci scalar (4.25) comes from
terms of the form

/’ll 1 2 3
‘L'2U 2v 2u.

This particular term is dominant if v! < 0 is the negative one of the exponents. Because
of 2v!' — 2v? — 2v3 < —2v! for all v if v' < 0, the homogeneous contribution to spatial
curvature always diverges more strongly than the inhomogeneous contributions from spatial
derivative terms of v’. Thus, spatial derivatives are subdominant for asymptotic solutions
near a space-like singularity if the metric takes the form (4.33). The local behavior is
then that of a homogeneous model, and in general resembles the Mixmaster behavior
of the Bianchi IX (or VIII) model since the strongest divergences arise when all n! are
non-vanishing.

BKL’s conclusion is encouraging, for it suggests that the approach to generic spacelike
singularities can be understood solely in terms of homogeneous models. There are, however,
several caveats and the BKL conjecture, stating that the homogeneous behavior character-
izes even inhomogeneous singularities, is not completely proven. (Growing numerical
evidence exists, for instance by Garfinkle (2004) and reviewed by Berger (2002), as well as
partial analytical support by Uggla et al. (2003), Rendall (2005) and Andersson and Rendall
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(2001). Black-hole singularities have been analyzed in this spirit as well, by the numerical
studies of Saotome et al. (2010).) First, one should notice that the conjecture does not at all
state that space-like singularities must be homogeneous. It is just the local behavior at each
point that agrees with the dynamics of a Bianchi model; the exponents v/ remain spatially
dependent even though their spatial derivatives do not strongly affect the dynamics.

Moreover, the chaos of the mixmaster behavior is relevant, since it implies further
fragmentation and in fact a very inhomogeneous general appearance of singularities: far
from the singularity, one may start with an approximation of spatial geometries by a
collection of homogeneous patches, and then evolve backwards. Nearby patches which
initially were similar in their metrics differ rapidly from each other as time goes on because
the chaotic dynamics makes evolution highly sensitive to initial data. To maintain the
approximation by homogeneous patches, one must subdivide them. Spatial slices become
more and more structured and inhomogeneous. Spatial gradients then seem to be growing,
which might challenge the BKL picture.

Example 4.4 (Gowdy models)

Gowdy (1974) introduced a class of inhomogeneous models which by now serve several
interesting purposes in the analysis of cosmological situations, for instance in the context
of the BKL behavior. In one type of model, the metric takes the form

ds® = P2 (—e ¥ d? + dx?) + e’ (e (dy + Qdz)* + e~ Pd2?) (4.34)

with three functions M(t, x), P(t, x), Q(t, x) of t and x only. A singularity is approached
for t — o0, which amounts to finite proper time. When (4.34) is inserted into Einstein’s
equation, it produces the equations

3PP — e (3,07 —e 9P + 2P (3,07 =0 (4.35)
320 +28,P3,Q — e H(32Q +28,P3,0) =0
for its coefficients. Once solutions for P and Q are known, A can be determined from
qh=— (P +e(3,0)7) — e (0:P) + 7 (3, 0))
k= —2(3, Po, P +¢°F3,00,P).

As the singularity is approached, spatial derivatives are suppressed by factors exp(—2t)
while time derivatives remain.

The BKL scenario is thus supported by Gowdy models, provided that P stays bounded as
the singularity is approached fort — oo. If P diverges as well, not all the spatial derivatives
are necessarily suppressed, since e*P=" appears in one coefficient in (4.35). Indeed, so-
called spikes, isolated points where P grows large and gradients become steep, have been
found in numerical as well as analytical solutions. Spikes seem to remain isolated and do
not challenge the general BKL ideas; they do, however, illustrate some of the difficulties in
finding a rigorous proof of the conjecture.

Analytical results related to the BKL picture have been reviewed by Rendall (2005), and
numerical progress is described by Berger (2002), Garfinkle (2004) and Lim et al. (2009).
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Spikes have been constructed explicitly and compared with numerical results by Rendall
and Weaver (2001).

In the fragmentation argument, there was no obvious violation of time reversal symmetry,
and thus one may even expect fragmentation to the future. Such a behavior would be in
conflict with observations of structures in the universe. The contradiction is resolved by
noting that fragmentation relied on the chaotic behavior of the Bianchi IX dynamics,
which may be used reliably near a spacelike singularity. Evolving to the future, away from
the singularity, leads to a different form of dynamics to which the asymptotic solution
discussed here does not apply. To understand homogenization and isotropization in an
expanding universe, one must use different approximations valid at later times.

For homogenization, inflation is often used as an argument, stating that a small patch
of an early geometry is enlarged rapidly to all that we can see now. If the early patch, by
virtue of being tiny, was very nearly homogeneous, our currently visible universe should
still be nearly homogeneous. However, this argument is incomplete: given the preceding
discussion, we expect chaotic behavior to play a large role in the dynamics of the very early
universe. With chaos, one often sees fractal structures which should arise in the spatial
geometries, for instance by the fragmentation process sketched above. But if a self-similar
fractal is enlarged by some factor of whatever size, its structure will not change. Thus, as
pointed out by Penrose (1990), inflation by itself cannot explain the homogeneity of the
current universe (and may not even get started if the initial geometry is too inhomogeneous).
Isotropization, once a nearly homogeneous space-time is assumed, can be explained more
easily based on the behavior of Bianchi models containing perfect-fluid matter sources as
first studied by Misner (1968). A simple heuristic argument uses the fact that anisotropies
contribute a shear term to the Friedmann equation of an average isotropic universe, which as
a contribution to energy density depends on . and behaves as a~°: a much faster drop-off
behavior than that of standard matter. Anisotropies thus do not play a dominant role for the
dynamics of a large universe.

Example 4.5 (Anisotropic shear)
A universe of Bianchi type I containing matter obeys the Hamiltonian constraint
6a

167G

1 2 2 2

NC:i(—pa+p++p_)+ p=0

with the anisotropic variables used before for the vacuum model, and the energy density p of
matter (— 161w Gp taking the place of the spatial Ricci scalar in the Hamiltonian constraint
of general Bianchi models). The gravitational part of this constraint was obtained in (4.28)
with a lapse function N = «/deth/16x G = ¢**/16n G. The derivative of a by proper time
is thus da/dt = {a, C} = —%T[ Ge™3* p,. Combining this equation with the constraint and
recalling that « = log a, we can write the dynamics in Friedmann form:

2\ 2 2 2072 2 2 2
a do 167°G* p 8n G 16 , ,py+p-
- ) =—) =— =" —n G ————. 4.36
<a) (dr) 9 e 3 PTT ab (436)
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During a Kasner epoch, the momenta p and p_ are nearly constant provided that, in the
presence of matter, p is isotropic and does not depend strongly on the anisotropy parameters
Bx. The shear term provided by an anisotropic geometry then behaves as a~°, and in an
expanding universe drops off faster than the usual matter ingredients. (Anisotropies show
the dilution behavior of a stiff fluid.)

4.2 Symmetry

As demonstrated by Bianchi models, Einstein’s equation, also in canonical form, can often
be analyzed rather easily in models exhibiting continuous space-time symmetries. Various
important phenomena are illustrated in this way, and in many cases have been uncovered
only thanks to sufficiently general symmetric models. A framework for the formulation and
derivation of symmetry-reduced dynamical equations thus constitutes an important tool to
analyze canonical gravity.

4.2.1 Symmetry reduction

We will first describe the basic constructions of symmetric models in terms of their equations
of motion. In the following parts of this subsection, general classification schemes and
additional ingredients as well as subtleties for the reduction of canonical models will be
discussed. Throughout this section, we will use the example of symmetry reduction to
develop techniques of principal fiber bundles and connections. This can only be a brief
introduction; for details, we suggest reading Gockeler and Schiicker (1989).

4.2.1.1 Symmetric space-times

For symmetric models, we are looking for space-time metrics g,, invariant under the
transformations of a certain symmetry group S: M — M, i.e. s*g,, = gq» forall s € S.
The orbits of S in M are generated by Killing vector fields of invariant metrics.

The symmetry group always acts on space-time M. To be left with a non-stationary
and thus dynamical reduced theory, however, we require that all Killing vector fields are
spacelike. Derived as infinitesimal generators of a group action, they form a closed algebra
under the Lie bracket, they are in involution and thus span the tangent spaces to spatial
submanifolds, the spatial orbits of the symmetry groups along which invariant tensors do
not change. If the orbits are 3-dimensional, homogeneity is realized with a transitive action
of the symmetry group on a distinguished class of spatial 3-manifolds given by its orbits.
These models, called mini-superspaces, are those of the Bianchi classification, or (with a
further generator of an isotropy) the Kantowski—Sachs model.” If the orbits are less than 3-
dimensional, we obtain a midi-superspace model. Their orbit spaces obtained by identifying
every orbit to a single point in the reduced manifold, form the spaces of inhomogeneous

2 The Kantowski—Sachs model is realized inside the horizon of the Schwarzschild solution. It is the only homogeneous model
that cannot be obtained by imposing an extra isotropic symmetry on a Bianchi model.
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models. For spherically symmetric space-times, for instance, orbits are 2-spheres and their
orbit space on spatial slices, also called the reduced manifold, is the radial line.

To identify the fields of a reduced model for a given symmetry group, we need a
complete basis for all invariant tensors involved. For the gravitational field in its canonical
form, we decompose the spatial metric and the co-normal by using invariant 2-tensors and
vectors on the symmetry orbits. Invariance conditions such as s*h,, = h,p, are linear in
the fields, and there are only finitely many independent equations if the symmetry group
has a finite number of generators. In principle, the equations are not difficult to solve, but
the amount of freedom left for solutions is not always easy to oversee and to order. We
will discuss systematic classification methods in the context of connections, and for now
assume that the invariance conditions have been solved and a basis of invariant tensor fields
is known.

If, for certain label sets with indices I € Z and K € K, a basis of invariant 2-tensors
is given by {héb} 1e7 and a basis of invariant co-vectors by {N, aK }kexc, then any invariant
spatial metric can be written as h,, = ¢>,héb with fields ¢; on the reduced manifold, and
the choice of frame, characterized by lapse and shift, gives rise to further fields N and N;
on the reduced manifold such that N, = N;N!. While N is always a spatial scalar, the
tensorial properties of the fields ¢; and N; depend on the specific symmetry type. From
the spatial metric and the co-normal, the general form g,, = —n,np + hgyp of an invariant
space-time metric is constructed.

Example 4.6 (Invariant metrics)
For homogeneity, the reduced manifold is a single point. All components ¢; are scalars
and functions of time only, while N; = 0.

For spherical symmetry, there is only one invariant vector field 9/9r, and thus N* =
M(3/9r)?. The spatial metric must be of the form ha, = ¢1(dr)o(dr)p + ¢2(dQL)ap. Thus,
a spherically symmetric space-time line element is of the general form

ds? = —N2dr® + ¢y (dr + Mdr)* + $,dQ>. (4.37)
All fields N, M, ¢\ and ¢, depend only on r and t.

Once the general invariant form of the metric has been found, such as (4.37), inserting it
into the full field equations provides the equations of motion for the reduced model. They
form a set of second-order differential equations for the ¢;, depending on the frame via the
lapse and shift components N and N;.

4.2.1.2 Invariant connections

So far, except for examples, we have not specified the form of invariant tensors such as & (f b
or described any systematic scheme to derive a complete basis. Indeed, oftentimes the form
of invariant metrics may appear rather obvious, as in the cases of homogeneous models, in
which Lie theory helps us to classify all possible geometries, or for the familiar spherically
symmetric space-times. It is nevertheless important to have a general classification scheme
at hand, one that works for midi-superspace models, too, and which can show that, indeed,
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all possible invariant forms are covered for a given type of symmetry. Mathematically, this
classification is much better developed for connections rather than metrics. The apparatus,
based on principal fiber bundles, is quite involved, but it is an important tool in modern
physics and thus is also useful for other purposes. From invariant connections, as we will
see, one can find the form of invariant metrics. But the classification of invariant connections
is already of interest for canonical gravity, since several of its most useful formulations are
based on connection variables.

So far, we have encountered several examples of connections, primarily the Lorentz
connection w,’ ;. Since the parallel transport it generates leaves invariant the Minkowski
metric 77y, the infinitesimal transport v®w,’; € so(3, 1) along an arbitrary vector field v*
takes values in the Lie algebra of the Lorentz group. In general, a connection behaves
like a 1-form taking values in the Lie algebra of a so-called structure group G, but it is
subject to non-tensorial transformation properties as seen for the Lorentz connection in
Eq. (3.130). Choosing a basis (t;)* 5, we also denote a connection by its coefficients Ai,
in a decomposition w,%z = Af,(ri)A 8, as used for the Ashtekar—Barbero connection: an
su(2)-connection A’ which, using su(2)-generators t; = %io*_,- in terms of Pauli matrices
oj, provides su(2)-connection 1-forms.

Example 4.7 (Homogeneous fields)

For an invariant connection, in addition to the structure group G we have a second group
S, the symmetry group acting on spatial slices ¥ whose elements are supposed to leave
A invariant when applied to it by pull-back. If the whole ¥ is a Lie group, it carries
an obvious symmetry action by its own (left) multiplication; in this case we can identify
the spatial manifold ¥ with the symmetry group S as a manifold. The symmetry action
is transitive, and we obtain the set of homogeneous Bianchi models. There is already a
general sense of invariance: the left-invariant 1-forms @' collected in the Maurer—Cartan
form @yic = @' T; with generators T; of the Lie algebra of S (see also the Appendix). For
a matrix group, Omc = s~'ds can be computed directly from a parameterization of group
elements s. From this expression, it is clear that Qyc is invariant under left multiplication
L,: s +— rsbyaconstantr € S transforming the whole group manifold. The representation
s71(ds), = ol T; provides useful means for computing the left-invariant I-forms o! of a
matrix Lie group. Every ®' obtained in this way is a 1-form on S such that s*®' = ®' for
all s € S acting on S by left multiplication, providing systematic means for the computation
of invariant structures.

As a whole, the 1-form Q¢ takes values in the Lie algebra of S. An invariant connection
with structure group G obeys just the same invariance condition as Owic, but it must take
values in the Lie algebra of G, not S. A linear map is required, to be applied to the values
of Omc. There is no natural linear map ¢: LS — LG (not required to be an algebra
homomorphism) between two arbitrary Lie algebras, LS and LG. Any one of them gives
rise to an invariant connection Ail 7 dx* =@ obye = J)’, Tiw!, with components obtained
from &(T)) =: (]3’, t7;. This determines the set of all connections invariant under a transitive
and freely acting symmetry group.
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If the symmetry group still acts transitively but not freely, additional isotropies occur. At
each point x € ¥, there is a non-trivial isotropy subgroup F; < S whose elements leave
x fixed. For different points, thanks to transitivity, the F, only differ by conjugation (if
f(x) = x and s(x) = y, all transformations leaving y invariant are obtained as s fs~'(y) =
y), and we are allowed to pick one of them as a representative F'. Now, we can identify the
spatial manifold X (an orbit of the symmetry action) with the factor space S/ F.

Example 4.8 (Euclidean group)

A group that combines translations and rotations in its action on R? is the Euclidean group
S = R3 x SO(3), defined as the manifold R3 x SO3) of pairs t € R and R € SO(3) with
the semidirect product rule

(t1, Ri)(t2, Ry) = (t1 + R, RiRy). (4.38)

The Euclidean group acts on R? by (t, R)(x) = Rx +t. For any x € R3, the isotropy
subgroup is given by F, = {(I— R)x, R) : R € SO(3)} = SO(3). Symmetry orbits are
S/F=R=3%.

In general, a factor space such as S/F is not a group, and so there is no Maurer—
Cartan form defined on S/F to be used for invariant connections. Nevertheless, we can
obtain invariant 1-forms if we choose an embedding ¢: S/F — S and take the pull-back
*0\c of the Maurer—Cartan form defined on S. Normally, there is no unique embedding
of this form, but different choices will simply amount to choosing coordinates on the
homogeneous space. Using linear maps as before, invariant connections are then of the
form ¢ o *Oyc.

The pull back of the Maurer—Cartan form takes values in £S. The map ¢ thus still maps
from LS to LG, even though the dimension of LS is now larger than that of X. There
seem to be more components to an invariant connection, even though we are imposing
stronger symmetries. The contradiction is resolved by considering the action of the isotropy
subgroup F, which leaves points x in X fixed. It thus acts on the tangent space of x,
linearly transforming the space on which ¢ is defined. No such transformation occurred
in the free case, in which arbitrary ¢ gave rise to invariant connections. Now, there is an
isotropy condition also for the map ¢, and the symmetry has not been imposed completely
simply by using the left-invariant 1-forms. To handle isotropy conditions, additional tools
to understand the gauge transformations, in particular principal fiber bundles, are useful.
This will also allow us to derive the general form of invariant connections for groups not
acting transitively, corresponding to midi-superspace models.

Connections We first have to extend the formal notion of a connection from a point-wise
mapping 7, X — LG, as used for homogeneous configurations, to a global construct. This
extension makes use of bundles, which like the tangent bundle 7 X or the internal vector
bundles attach a vector space of a given type, such as LG, to each point of a manifold. A
connection 1-form on a manifold M is then a map Al : TE — E, v? > Alv“ from the
tangent bundle T X of X to a vector bundle E over the base manifold X. We thus handle the
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p=0(x)

T

W\
Fig. 4.3 A section o of a fiber bundle assigns a unique element p = o(x) € 7 ~'(x) to each element
x € X of the base manifold.

point-wise mappings all at once, but this is not simply an obvious enlargement but requires
careful definitions. In particular, the mapping as defined so far is not covariant owing to the
transformation properties (3.130) of a connection 1-form.

A vector bundle E with vector space fiber V over the base manifold ¥ is a manifold
with a surjective projection map 7 : E — X such that for any local neighborhood U of
%, n~Y(U) C E is of the form 7~ '(U) = U x V. Locally, a vector bundle is simply the
Cartesian product of its base manifold with the fiber, a property called local triviality. But
globally, such a product decomposition may not be possible, for instance when twists exist
as in the Moebius strip. (If the decomposition is possible globally, the vector bundle
is called trivial.) Another example is the tangent space of the 2-sphere: the 2-sphere
is not parallelizable, i.e. there is no global basis of nowhere-vanishing vector fields. If
it were trivial, picking a basis of V would automatically provide a global basis of the
bundle.

Given a vector bundle over X, there are two different notions of vector fields on X:
tangent vectors v? in T X, tangent to the base manifold; and internal vectors vl in E,
tangent to the fibers. Physically, vector bundles arise whenever we consider fields trans-
forming under some group such as a gauge group. Sections of the bundle, i.e. maps
o0: % — FE such that 7 o 0 = id (see Fig. 4.3), provide mathematical expressions for the
fields.

A group G represented on the fiber V by a representation p: G x V — V then deter-
mines how the entire field transforms. Also here, the tangent bundle is an example with
vector fields transforming under the general linear group. The bundle notion allows us to for-
mulate gauge transformations locally: for a trivial bundle £ x V it may be sufficient to con-
sider only global transformations of the action p: G x V = V, (g, v') = p,v* = (p,);v/
of G on V, transforming fields as v'(x) — p,v'(x) for all g € G. For a non-trivial bundle,
this is not possible, since there is no a-priori meaning of comparing vector fields or their
gauge transformations over different neighborhoods of X. The only meaningful notion of
gauge transformations is the local one: at each point x in the base manifold, there is an
independent group element g(x). The whole function g: ¥ — G then locally transforms
fields by v’ (x) > g’ (x).
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Just as we need to specify a covariant derivative for an unambiguous notion of differenti-
ation on a curved manifold, we need a covariant derivative to determine how to differentiate
fields in a vector bundle. Covariance requires that the transformation of every object agrees
with the transformations of all the terms from which it is constructed: D, v’ must be a con-
travariant internal vector (and a spatial covector), which requires a suitable transformation
property for the covariant derivative operator (and the connection 1-forms it contains) as
per

pe(Dav) = (0) Do’ = (D)) (4.39)

Simple partial derivatives are not covariant under local gauge transformations,

3a((pg) jv7) = (0g) (Ba07) + (3a(pg) )V # pg(Ba07). (4.40)

A covariant derivative must have an additional contribution to cancel the second term,
which is done by means of a Connection 1-form A!. It provides the covariant derivative
D' = 90" + Al kv where 7! i« 1s the representation matrix of the generator rj of the
structure group G. (For instance for the adjoint action of G on its Lie algebra V, 7, = Ci k
are the structure constants of the group. ) Taking the derivative along a vector field ¢, we see
that there is an extra term ‘C = t"Ak ; which acts on internal vectors by the representation
of the structure group. For D,v' to be covariant under local gauge transformations, the
connection 1-form must transform as

Pe(ALTL) = (P (ALTL, (1) = Ba(0g)y (g ) (4.41)

ensuring that (0,D,)(0gV' Ny = (,og)l(aav + Akrkm ") = ,og(Davi) in combination with
(4.40). Or, dropping the indices (i, j) and viewing Aflr,ﬁj =: (A),' j as a 1-form taking
values in the transformation space of V,

PeA = pgApg-1 — (dpg)pg-1 . 4.42)

This defines the transformation properties of a connection 1-form, generalizing the trans-
formation of a Lorentz connection in Eq. (3.130) (which was written for the inverse

Pe1A = pg1Apg + pg-1(dpyg) (4.43)
of the transformation considered here).

Principal fiber bundles Just as it is useful to view vector fields as global sections v: ¥ —
E of a vector bundle, rather than a collection of local assignments of vectors in the fiber
V to all points in the base manifold X, there is a global notion for a connection locally
represented by the connection 1-forms Al on X. The required bundle notion is not a vector
bundle but a principal fiber bundle over the same base manifold, X, with fibers not given
by a vector space but by the structure group G itself. Locally, a principal fiber bundle P
over the base manifold ¥ with bundle projection 7w : P — X is thus of the form ¥ x G,
but globally a decomposition is not possible in general. A principal fiber bundle carries an
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action of the group G by multiplication on its fibers (the right action of G on P), which is
transitive. These can be taken as the defining properties of a principal fiber bundle.

A principal fiber bundle subsumes all possible gauges of a theory of connections. Choos-
ing a gauge means that a unique point is specified on each fiber of the principal fiber bundle
P, preferably in a smooth way. A gauge is thus described by a local section o : U — P
such that (o (x)) = x forall x € &/ C ¥ in an open neighborhood ¢/. Similarly, changing
the gauge is accomplished by a section #: ¥ — G acting on P by right multiplication, and
changing the original section o to ok (fiberwise product).

In alocal trivialization, P can be written as the union of allif x G where U/ runs through
all neighborhoods in an open covering of X. Locally, we can thus map P|y, := -\ U)yc P
o {(7w(p), g(P)} pex-1y Wwithamap g: Py — G.The functions g(p) can be used as local
coordinates on the bundle, together with coordinates of X.

With these structures, we are able to reformulate the non-covariant term g~!(dg), in the
transformation of a connection as a covariant tensor on the bundle (rather than the base
manifold). We use coordinates y* on P, x' on X, and choose a sectiono : U — P, x' —
y*(x) in coordinate form. In the non-covariant term, we write

108 ., _y0g dy* _

1 i 1 i % 1 _ __xpgP)

_8xidx =g _8y“ I dx' =0"(g" dg) =0 0

with the Maurer—Cartan form G;ZC) = ’ldg: T P — LG. This form, defined on P, only

varies along the fibers. On a single fiber, it is the Maurer—Cartan form fyc: TG — LG on
the structure group, taking values in the Lie algebra.

Generalizing the Maurer—Cartan form of Lie groups, we define a connection on the
principal G-fiber bundle P to be a 1-form #: TP — LG on P taking values in the Lie
algebra LG of the structure group, such that 8|76 = Oyc is fixed along the fibers. The
values along directions not tangent to fibers are not fixed, and correspond to the freedom
contained in a local connection 1-form A. With a local section o: &/ — P to specify a
gauge, we have A, := 0*0 = 0 "'Aq0 + o ~'do where the local connection 1-form A
in the gauge o is defined by this equation for a given @, and o ~'do arises from the pull-back
of the fiber contribution to 8. The 1-form A(y), used here for reference, is obtained for the
“flat” gauge in which the section maps to the identity element everywhere. For a non-trivial
principal fiber bundle, a gauge depends on the local trivialization chosen via the section,
and does not exist globally.” (Accordingly, the gauge-dependent local connection 1-forms
cannot always form a global object; only the P-connection @ can.)

We change the gauge by right multiplication of sections k: o + oh, and a new local
connection 1-form Ay is obtained from

A = (0h)*0 = (ch) 'Agoh + (ch™"d(oh)
=h Yo 'Ago +o 'do)h +h'dh = h ' Ayh + b dh .
3 Assume that there is a global section o: £ — P. At each x € X, there is for all p € 7~'(x) a unique k,(p) such that

p = o(x) - hy(p) by rightaction. The map P — X X G, p > (n(p), ho(p)) gives a globally defined trivialization of P. Thus,
a principal fiber bundle with a global section is trivial.
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Thus, while @ is simply a 1-form defined on the whole bundle, gauge transformations arise
for its pull-backs along sections. In this way, principal fiber bundles allow a covariant,
global formulation of the notion of connections by means of 6.

Classification of symmetric principal fiber bundles We now turn to the question of how
to construct and classify all possible forms of connections on a space ¥, invariant under the
action of a given symmetry group. Again, the invariance condition is given via the pull-back
by elements of the symmetry group. However, if we work with a local connection 1-form,
it can reasonably be required to be invariant only up to a gauge transformation: applying
a symmetry transformation to the connection will produce the same physics even if the
connection is not exactly invariant but only invariant up to gauge. The conditions to solve
are now

S*A = peA = g(s) 'Ag(s) + g(s)"'dg(s) (4.44)

for a certain assignment of local gauge transformations g(s) to the symmetry group ele-
ments. This complicates the situation: while the equations are still linear in Ail, one must
know suitable g(s) to solve them. In g(s), however, the equations are not linear. Moreover,
while applying a symmetry transformation twice leads to certain conditions for g(s;s;) in
terms of g(s;) and g(s2), they do not distinguish g: § — G as a group homomorphism.

Example 4.9 (Spherically symmetric connections)
As derived by Cordero (1977), a general spherically symmetric SU(2)-connection in polar
coordinates, has the form

A(x, 9, 9) = A1(X)13dx + (A2(x)T1 + A3(x)T2)dD
+ (A2(x)T) — A3(x)71) sin¥dg + cos ¥ dy 73 (4.45)

with three independent fields A;(x) depending only on the radial coordinate x, and with
su(2)-generators t;. (The gauge here is different from the one chosen by Cordero (1977).)
An exactly invariant connection would only have the radial term A|(x)t3dx, as expected for
a spherically symmetric co-vector field which can only point radially. The extra terms do
change when a rotation is applied, but this can be compensated for by a gauge transforma-
tion as shown by a direct calculation. Compared to the radial contribution, it is much more
complicated to guess the general form of the angular ones. Here, a systematic classification
scheme is most useful.

The mathematical classification of invariant connections was developed by Kobayashi
and Nomizu (1963, 1969); Brodbeck (1996) splits the problem of finding suitable g(s)
and solving for A’ into two steps, making use of principal fiber bundles. Then using the
global notion of connections, an invariant connection & on P is defined simply by the
pull-back condition s*a = a, while gauge transformations are implemented by evaluating
o at different points along the fibers. Gauge transformations and symmetry actions do not
mix as they did in (4.44). However, to evaluate the condition of symmetry, we now need an
action of the symmetry group on P, the space on which « is defined, while we are initially
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given an action on the base manifold ¥ only. Lifting the action to P amounts to finding
suitable g(s), and so we are not completely freed from that task. The great advantage now
is that an extension to P can be analyzed without using connections or the invariance
condition.

Let us start with a given action of the symmetry group S on ¥. In general, for a point
x € X there may be an isotropy subgroup F, < S with f(x) = x for all f € F,. Lifting
the action to automorphisms on a principal fiber bundle 7 : P — X over X with structure
group G must produce an action F,: 7~ '(x) — 7 ~'(x) on the fiber over x, commuting
with the right action of G on the bundle. The action from fiber to fiber is determined by the
action of S on X. But while F, acts trivially on X, its action on 7 ~'(x) may be non-trivial.
Here, the different lifts to P are realized. If we can determine all possible actions of F along
the fibers compatible with the action of S on a principal fiber bundle, the classification of
symmetric principal fiber bundles is complete.

Let us assume that an action of F on the fibers is given. Since the right action of the
bundle is transitive, to each point p € w~!(x) on the fiber is uniquely assigned a group
homomorphism A,: FF — G by f(p) =: p-A,(f) for all f € F. To verify that A, is
indeed a group homomorphism, we first derive its behavior under gauge transformations,
changing the point p along the fiber to p’ = p - g with g € G:

P ag(N=fP)=fp-)=fp)-g=p - 2p(f)-g=p - Adg1A,(f)

with the adjoint action Ad,h = ghg™! of G on itself. (By the automorphism condition

above, the action of f commutes with right multiplication by g.) Thus, A,., = Adg-1 0 A .
Then, we have

(fro 2)(p) = filp - 2p(f2) = (P - 2p(f2)) - Ady, ()1 Ap(f1) = P - (Ap(f1) - Ap(S2))

and the homomorphism property follows. To summarize, the action on fibers is characterized
by amap A: P x F — G, (p, f) + A,(f) which obeys the relation A,., = Adg-1 0 A,.
An important element of the classification of symmetric principal fiber bundles is thus an
equivalence class [A] of group homomorphisms A: F — G up to conjugation. Changing A
within a conjugacy class simply amounts to a change of gauge.

The remaining elements of the classification amount to the structure of a reduced bundle.
We expect that the base manifold, which is X for P, can be reduced to the orbit space X /S,
since the structure of a symmetric bundle is not supposed to change when applying S. The
reduced bundle is indeed a subbundle of the restricted bundle P|yz/s. It turns out that the
structure group must also be reduced. For an explicit construction of the bundle (or later on
invariant connections on it) we will be working with a specific homomorphism A, not with
a conjugacy class. Gauge transformations on P then split into two different classes: those
that fix the conjugacy class (and thus the image A(F) in G) and which will be represented
as gauge transformations of the reduced bundle, and those that would change the conjugacy
class and thus the reduced bundle. Reduced gauge transformations in the former class form
the centralizer Zg(A(F)) of A(F) in G, i.e. the set of all G-elements commuting with all
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elements of A(F'). This determines the structure of the reduced bundle
0,(B, Zg(MG)), o) :={p € Pp: 1), = A} (4.46)

for a given homomorphism A: F — G. Conjugation by G on A(F') implies a corresponding
action on the set of reduced bundles. In summary, following Brodbeck (1996), we have

Theorem 4.1 An S-symmetric principal fiber bundle P(X, G, ) with isotropy subgroup
F < S of the action of S on X is uniquely characterized by a conjugacy class [(A, Q)] of
homomorphisms A: F — G together with a reduced bundle Q,(X/S, Zg(M(F)), mp).

The action of a symmetry group often has different types of isotropy subgroup depending
on the point x € X. For spherical symmetry, for instance, S = SO(3) and F = SO(2)
outside the center while FF = SO(3) at the center. In those cases, the bundle must be split
by patching regions of different isotropy types.

In order to determine all conjugacy classes of homomorphisms A: F — G we can make
use of the relation

Hom(F, G)/Ad = Hom(F, T(G))/ W(G) (4.47)

where T(G) is a maximal torus and W(G) the Weyl group of G.* Physically, different
conjugacy classes correspond to different sectors of the gauge theory, or different values
of a topological charge. In spherically symmetric electromagnetism, this is the well-known
magnetic charge; see Example 4.10. Equation (4.47) will also be applied in Example 4.13.

Classification of invariant connections Given a symmetric principal fiber bundle P clas-
sified by [(A, O, )], the invariant connections it allows must satisfy s*a¢ = « for all s € S.
Since Q is a subbundle of P, we can restrict the connection to obtain a connection &
on the reduced bundle Q. This is not completely obvious, since a connection on Q must
take values in the Lie algebra of the reduced structure group, while the restriction of
a connection on P is initially expected to take values in the Lie algebra of G. An S-
invariant connection on P, on the other hand, automatically takes values in the Lie algebra
of the reduced structure group Zs(A(F)): at an arbitrary point p € P we choose a vec-
tor v in T, P such that 7,v € 0, T7(,)(X/S) where o is the embedding of X/ into X.
The condition means that v does not have components along symmetry orbits, and is
thus fixed by the action of the isotropy group: d f(v) = v. (Any such vector v is along
d/0r in spherical symmetry.) By definition, the pull-back of a by f € F, applied to
v, is f*e,(v) = & p(y(d f(v)) which now equals o s, (v). On the other hand, as used
in the classification of symmetric bundles, f acts as a gauge transformation by A,(f),
under which & transforms as o ¢(,)(v) = Ad, (y)-1e,(v). We have assumed the connec-
tion e to be S-invariant, thus f*a,(v) = Ad; (y)-1e,(v) = a,(v) for all f € F such that

4 The maximal torus T of a compact Lie group G is a maximal compact, connected, Abelian subgroup. It can be shown that it
non-trivially intersects every conjugacy class in the group, but sometimes conjugacy classes are intersected more than once.
The Weyl group W (defined as the normalizer of 7 modulo its centralizer in G) then acts transitively on 7' N [g] for an arbitrary
g€eG.
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a,(v) € LZ(Ap(F)). Aninvariant connection & on P can thus be restricted to a connection
on the bundle Q, with structure group Z,. Such a connection on the reduced bundle is the
first part of the classification of invariant connections.

The reduced connection is not the complete information contained in an invariant one on
P. (In the example of spherical symmetry, this connection would just be the radial part.)
From o« we further construct a linear map A,: LS — LG, X — otp(f() for any p € P,
evaluating & on the vector field X on P, given by X/ := d(exp(t X)*¥)/dt|,—o for X € LS
and v a differentiable function on P. If X € LF, X is vertical; we have A p(X) =dA,(X)
in terms of A, already defined for the symmetric bundle, irrespective of the connection. By
gauge choice, A can be held constant along X /S and so A, evaluated on the Lie algebra of
the isotropy subgroup does not provide free fields. But the remaining components, A, |z r,
making use of a decomposition LS = LF & LF, for instance with respect to the Killing
metric for a semisimple Lie algebra, do yield independent information about the invariant
connection ¢, subject only to the condition

Ap(Adf (X)) = Ady,(1(Ap(X)) for feF,XeLS. (4.48)

This equation, following from the transformation of & under the adjoint representation,
provides a set of equations to determine the form of the components A, and thus of
invariant connections.

In addition to the reduced connection &, we have the components of a field ¢: Q —
LG @ LF7 determined by A, |z, . This field can be regarded as having dim £LF; compo-
nents of £G-valued scalar fields. We have now completed the characterization of invariant
connections, and conclude with Brodbeck (1996):

Theorem 4.2 (Generalized Wang theorem) Let P(X, G) be an S-symmetric principal
fiber bundle classified by [(\, Q)] according to Theorem 4.1, and let & be an S-invariant
connection on P.

Then, in a gauge given by (A, Q;) the connection « is uniquely determined by a reduced
connection & on Q; and a scalar field ¢: Q, x LF| — LG obeying Eq. (4.48).

As components of an invariant P-connection, (;3 transforms under G. However, if we
solve Eq. (4.48), we must use a specific selection for the isotropy subgroup F (and thus fix
its conjugacy class in G). Not all G-elements will leave this choice and thus the solution
space of (4.48) for a given F invariant. Again, it is only elements of Zg(A(F)), the reduced
structure group, that do so; they form the group under which the scalar fields transform.

From a reduced connection & on Q;, and scalars ¢ solving (4.48) an invariant connection
a on P can be reconstructed, completing the classification. With the (local) decomposition
Y =3/S x S/F, we have

o=0a+ogF (4.49)

where as,/r is given by the scalars, or rather, the whole A, via A o (*@yc. Here, @yc is the
Maurer—Cartan form on S taking values in LS, and ¢: S/F < S is a (local) embedding.
Choosing ¢ contributes to the gauge of the reconstructed connection.
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Example 4.10 (Spherically symmetric electromagnetism)

With S = SUQ2), F = U(1) (which we realize as a subgroup of SU(2) by F = exp(t3)),
and G = U(1) we have conjugacy classes of homomorphism represented by A,: U(1) —
U(1), exp(p13) > exp(ing) for integer n. For an Abelian structure group, Ad,, r) = id and
the condition (4.48) reads A ,(Ady X) = A ,(X). The adjoint action of F on LS leaves only
the subalgebra LF invariant, and so (4.48) implies that A|zr, = 0, while A|gr = dX, is,
as always, fully determined by the homomorphism A,. For Abelian structure groups, no
free scalar fields arise in the classification of invariant connections.

The only free part in a spherically symmetric U(1)-connection is thus the reduced con-
nection A = A(r)dr. But there is an extra contribution from Az g, whose form follows from
Ag/r for the homogeneous space of a sphere. Together with results of Example 4.14 and
Exercise 4.8, the map A realized here implies that Ag/r = dA,(73) cos ¥dg = in cos vde.
If we remove the generator i of LU(1), a connection of the form Ag,r corresponds to a field
strengthFs/p = —nsindd A do, and a (dedensitized) radial magnetic field of magnitude
B" = —n(r’sin®)"'sin® = —n/r?. This is the magnetic field of a magnetic monopole of
charge n, providing a physical example for the topological-charge parameter n classifying
inequivalent symmetric bundles via X,,. (Notice that the language of principal fiber bundles
has allowed us to express the field of a magnetic monopole in a well-defined way, avoiding
the string-like singularities in distributional realizations related to Dirac monopoles.)

Additional examples for applications of this general procedure will be provided after a
discussion of how invariant connections can be used to derive invariant metrics.

4.2.1.3 Canonical reduction

In many formulations of gravity, connections appear as one half of a set of canonical
variables. Their classification is now available, but we also have to know how their momenta
can be reduced to symmetric forms. A reduction must obviously occur, for the symmetry
has diminished the number of independent components of connections. A symplectic phase
space then requires the same number of conditions for their conjugate momenta.

Tensorial objects other than connections do not have the same degree of theoretical clas-
sification for their invariant forms. Fortunately, if the reduction is known for one canonical
half, that of the other can be read off much more simply, using duality. If we know a basis
of all invariant connections A’ (for instance, the left-invariant 1-forms for homogeneous
models) for a given symmetry type, their momenta must be built from dual invariant fields
X4 satisfying ALX¢% = §'. This condition ensures that the same number of independent
fields arises for configuration variables and momenta. Moreover, expansion coefficients
by the invariant basis are automatically canonically conjugate: general invariant fields
Al = ¢ Al and E¢ = X p! X4, expanded in suitable invariant bases and with an invariant
density X (for instance, X = | det X H |~1) to provide the density weight on symmetry orbits,
satisfy [ d*xA! E¢ = [ d3xX @} p!. Once trivial integrations over symmetric orbits are per-
formed, ¢3’, and p! appear as canonically conjugate fields; see also the examples in the next
section.
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Example 4.11 (Reduced densities)

Homogeneity is realized with respect to left-invariant I-forms o! and dual vector fields

X¢{, providing an invariant dens'ity X = | det X?|’1 = | detw!|. The symplectic structure

follows from [ d3x)~(¢~>"1 pl = Voé’}ﬁ{ with Vo = fd3x)~( integrated over some finite region.

The homogeneous variables 43’, and p! have lost the density weight of the original fields.
In spherical symmetry, some variables remain as 1-dimensional densities on the radial

line. Factors of X = sin® provide the density weight on spherical orbits.

In particular, the classification of invariant connections can be used to tell us what the
general invariant form of metric tensors is. As we have seen, in the canonical formulations
of gravity in terms of connection variables, conjugate momentum variables E;' can be
given the geometrical interpretation of densitized triads. They, in turn, directly lead to
the spatial metric h% = EYE biy] det(EJC.)| whose invariant form then follows from that of
the densitized triad. Momentum variables conjugate to the metric in ADM formulations,
finally, are obtained by duality as in the case of connection variables. At this stage, we have
a systematic procedure to determine the complete form of all invariant tensor fields as they
occur in canonical theories of gravity.

The relation to metric variables provides one further condition on the allowed forms:
non-degeneracy of the metric. If we start with a class of invariant connections, we are led to
invariant densitized triads, and then to metrics. Not all of the possible sectors of invariant
connections, classified by topological charges, may allow non-degenerate metrics. Thus,
not all values for the charge, which might be allowed for a non-gravitational gauge theory,
will be possible. We will see such an example in spherical symmetry.

4.2.1.4 Examples

We can now complete the examples already introduced in the course of this section.

Example 4.12 (Homogeneous models, once more)

In Bianchi models the transitive symmetry group acts freely on 3, which we locally identify
with the group manifold S. We have three generators Ty, 1 < I < 3, of LS, with relations
[Ty, T;] = C,KJ Tx. By definition, the structure constants C,KJ of LS fulfill C,JJ =0 for
class A models. From the Maurer—Cartan form Oyc = s~ 'ds = @' T; on S we obtain
left-invariant 1-forms ' on S, fulfilling the Maurer—Cartan equations

do' = -1Cj 0’ A" . (4.50)

The reduced manifold ¥ /S is a single point for homogeneous models, and any reduced
bundle is trivial. Due to F = {1} for a freely acting group, there is only one homomor-
phism A: F — G, 1+ 1. Only one type of symmetric bundle exists, with structure group
Zc(M(F))=G.

With the reduced manifold a single point, there is no reduced connection & contributing
to an invariant one. Only the scalar fields é: LS - LG, T; — ¢(T)) =: ¢~>§1:,~ appear,
unrestricted by (4.48) which is empty in this case. To reconstruct an invariant connection,
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we use the obvious embedding . = id: S/F = § < S. Invariant connection I-forms then
take the form A = ¢ o Oyic = (5’1 ;@' = Al 1;dx® with matrices t; generating LG.

Left-invariant vector fields X9 on the Lie algebra, obeying o' (X ;) = 81, provide the
dual form of invariant vector fields. Analogously to the Maurer—Cartan relations for left-
invariant 1-forms, they satisfy the Lie brackets [X;, X;] = C ,KJ X k. Momenta canonically
conjugate to A’ = J)’,wé can be written as E} = Vho ]31.’ X with independent components
ﬁi’ . In addition to X4, we use hy = det(w!)? as the determinant of the left-invariant metric
hoas ==Y _; a)éa)é on X, providing the density weight of E}. To verify that the ]31.’ are
canonically conjugate to the q~5’,, we compute

1 . 1 ~ . Vo ~ .
d3 Al EY = d3 /h i =J IXa — i =1 ,
SnyG/ * Rali SnyG/ XN ho @157 0, X 871)/G¢[p'

and obtain
(B}, b)) = 8wy GVi8's] (4.51)

with the volume V) := f xRy of X measured with the invariant metric hy. (If X is non-
compact, we choose a finite region which we over integrate. Thanks to the homogeneity,
results from the model will be insensitive to the choice.)

This completes the invariant structure of canonical fields for homogeneous models with-
out a non-trivial isotropy subgroup, and verifies what we already saw in Example 4.7 before
the systematic classification. The general discussion will be most important when isotropy
subgroups enter the game.

Example 4.13 (Isotropic models)

For a Bianchi model with additional isotropies, including FLRW models, the symmetry
group is a semidirect product § = N X, F of the isotropy subgroup F and the translational
subgroup N, one of the Bianchi groups. (See Example 4.8 for the specific case of the
Euclidean group.) The isotropy subgroup may be SO(3) for fully isotropic models, or U(1)
for models with a single isotropic axis (called locally rotationally symmetric, LRS, as
introduced by Ellis and MacCallum (1969)).

Composition in this group of semidirect-product form is defined by

(n1, fO)(n2, f2) := (n1p(f1)(n2), f1/2) (4.52)

with a group homomorphism p: F — AutN into the automorphism group of N (that
is, o(f): N — N is an isomorphism for all f € F). Inverse elements are (n, f)~! =
(o(fH@™", 1. To determine the form of invariant connections, we compute the
Maurer—Cartan form on S

0(n, £) = (n, /7', ) = (p(fH@™h), £dn, df)
= (p(f D Hp(f~H(dn), F71df) = (p(f~Hn " dn), £71df)
= (PO, 632() - (4.53)
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in terms of 0](\2\2 on N and 0](\% on F. If we choose the embedding 1: S/F =N — §
ast:n+ (n, 1), we have L*OI(\% = Oglvc) A reconstructed connection takes the same form
¢o L*Oﬁé = ¢7>’,co' T; as seen for anisotropic models before. (Now, ' are left-invariant
1-forms on the translation group N, which earlier was the full symmetry group.) However,
here ¢ is constrained by Eq. (4.48), and only a subset of linear maps ¢ from LN, generated
by Ty, to LG provides isotropic connections.

Solving Eq. (4.48) requires us to treat LRS and isotropic models separately. To be
specific, we specialize the structure group G to SU(2) as realized for the Ashtekar—Barbero
connection. In the first case (LRS) we choose LF = (13), whereas in the second case
(isotropy) we have LF = (11, T2, 13) (denoting by (-) the linear span). Equation (4.48) can
be written infinitesimally as

B(ad,(T))) = adgr,)d(T7) = [dA(T;), $(T1)]

(i =3 for LRS, 1 <i <3 for isotropy). On LN = LF, the isotropy subgroup F acts
by rotation, ad,,(T;) = €;;x Tx. This is expected for an additional rotational symmetry,
but it also follows automatically from the derivative of the representation p defining
the semidirect product S: conjugation on the left-hand side of (4.48) is Adq, r)(n, 1) =
(1, A, DA, 1 = (p(f)(n), 1) according to the composition in S.

To evaluate (4.48) further, we determine the possible conjugacy classes of homomorphism
A F =U({) - G =SUQ). Applying Eq. (4.47), we use the standard maximal torus

T(SU(2)) = {diag(z,z~") : z € U(1)} Z U(1)

of SU(2), with the Weyl group of SU(2) given by the permutation group of two elements,
W(SUQ)) = S,, its generator acting on T(SU(2)) by diag(z, z~") — diag(z™!, z). Up to
conjugation, all homomorphisms in Hom(U(1), T (SU(2))) are given by

Atz > diag(z¥, z7) (4.54)

for k € Z, factored out by the action of the Weyl group to leave only the maps Ay, k € Ny,
as representatives of all conjugacy classes of homomorphism.
For LRS models, we choose representatives

A U() — SUQ2), exptrs— expktts

for k e Ng ={0,1,...}. For the components q~5’,, Eq. (4.48) takes the form 6311((,5;.( =
k63qu~5§. There is a non-trivial solution only if k = 1, in which case ¢ can be written
as q~51 =at + by, ¢ = —b1) +dt, P3 = 13 with arbitrary numbers a, b, ¢. Their
conjugate momenta take the form p' = %(ﬁarl + ), PP = %(—ﬁbrl + ), PP =
P13, with non-vanishing Poisson brackets {a, p,} = {b, pp} = {C, p.} = 8wy GVy. There
is remaining gauge freedom from the reduced structure group Z, = U(1) which rotates
the pairs (@, b) and (pa, pp). The gauge invariant combinations are only v/ a* + b2 and its
momentum (@ p, + bpy)/v a? + b2

In the case of isotropic models with S = SU(2), we have only two homomorphisms
up to conjugation: Ay: SUQ2) — SUQ), f +— 1 and ) = id. For Ay, (4.48) in the form
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6,‘1[((;5{( = 0 lacks non-trivial solutions. For Ly, we solve ei,,(&}; = eizjqf)ﬁ as we did for LRS
models with k = 1, resulting in 43’1 = ES; with an arbitrary €. In this case the conjugate
momenta can be written as ﬁiI = ﬁ5i], and from VQ(SJTJ/G)_IJS", ﬁi[ =3VoBryG) 'ép we
have the Poisson bracket {¢, p} = 87” Gy Vy. Obviously, p must be related to the scale factor
of an isotropic metric. Indeed, computing the isotropic reduction of a Bianchi IX metric
following from the left-invariant I-forms of SU(2), one obtains a closed FLRW metric with
scale factor a = 2a = 2./|p|; see Exercise 4.4. (The Bianchi I model does not allow fixing
the numerical relationship, since the scale factor of its isotropic reduction can be rescaled
arbitrarily.)

In both classes of isotropic submodel, there is a unique non-trivial sector and no topo-
logical charge appears.

For an example with non-trivial reduced connections in a midi-superspace model, we
now consider spherical symmetry.

Example 4.14 (Spherical symmetry)

Outside a symmetry center of spherically symmetric spaces, we have S = SU(2) with
F = U(1), whichwe realize as F = exp(t3). An invariant connection I-form can be gauged
tobe A=A + Ag,/r with a reduced connection I-form Aonx/S and

As/r = (A(12) sin ¥ + A(t3) cos #)dg + A(z)dd (4.55)

(see Exercise 4.8). Here, (U, ) are (local) coordinates on S| F = S? and as usual we use
the basis elements t; of LS. The LF-component A(t3) is given by dA, whereas A(t) ) are
the scalar field components ¢ = A|r,.

The fields A are not arbitrary. As in the previous example, we need to know all homomor-
phisms in Hom(U(1), T(SU(2))) up to conjugation, given by (4.54) with k € Ny. We use
the homomorphisms Ay : exptts — expktt3 out of each conjugacy class. This leads to a
reduced structure group Zg (A (F)) = exp(t3) = U(1) for k # 0 and Zg(1o(F)) = SU(2)
for k =0. The map A|pr is given by diy: (13) — LG, 13 — k13, and the remaining
components of A are subject to Eq. (4.48), or A o ad;, = adgy(,) o A. Specifically,

A(apta — bot1) = k(aglts, A(T1)] + bolt3, A(T2)])

where agt) + byTa, ag, by € R is an element of LF . Since ay and by are arbitrary, we
obtain two equations: k[t3, A(11)] = A(1p) and k13, A(12)] = —A(7)). A general ansatz
A(t)) = a7 + byo + ¢;t3 for I = 1, 2 with arbitrary parameters ay, by, c¢; € R yields

k(a1 — bit1) = axti + byvo + 2713, k(—ayty + brt)) = a1t +bio + 113

with non-trivial solutions only for k = 1: by = a;, a = —by, ¢c; = ¢, = 0.

Now, with a non-trivial reduced manifold /S given by the radial line, all free
parameters are fields a,b,c: /S — R. They provide the U(l)-connection I-form
A = c(x) ©3 dx of the reduced connection and two scalar field components A|y: X/S —
LSUR), x — a(x)t) + b(x)1s. (The general solution for A shows that it is sufficient to
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consider M|,y only.) If we introduce the complex-valued field w(x) := %(b(x) —ia(x)),

0 —w(x)
w(x) 0
exp(t(x)t3) these fields transform as ¢ — ¢ + dt /dx and w(x) — exp(—it)w, which can
be read off from

we have A(t)) = < ) Under a local U(1)-gauge transformation z(x) =

A z77'Az477'dz = A + rade,

0 — exp(it)ﬁ)

A(m) = 27 'A(r)z = (exp(—it)w 0

A general invariant connection has the form (4.45), with a dual form
- 0 L 2 5., 0 ) 5., 0
E=E sindi3—+sinHET1+ E°n)—~ +;5(En—E1n)— (4.56)
ox av o

for an invariant densitized triad field, with coefficients E' canonically conjugate to Aj.
Under local U(1)-gauge transformations, the radial component E* := E' is invariant,
while (E?, E3) transforms as a 2-vector under SO(2) = U(1). In addition to E*, E¢ :=
V(EY2 + (E?)? is thus invariant. Such an invariant densitized triad produces a spatial
metric corresponding to (4.37) with E* and E¥ related to ¢ and ¢,; see Exercise 4.10.
The symplectic structure

{A1(x), EY ()} =2y G8{5(x, y) (4.57)

can be derived by inserting the invariant expressions into (8wy G)™! f): d3xAL E¢. Since
E? and E® are non-vanishing only for k = 1, this is the unique sector providing non-
degenerate triads. The topological charge which initially arises for a general spherically
symmetric gauge theory (for instance, of Yang—Mills monopoles) is fixed by the requirement
of a non-degenerate metric.

After our analysis of how to classify and construct symmetric models, we now return to
aspects of their dynamics.

4.2.2 Symmetric criticality

In our discussion of Bianchi class A models, we have used the Hamiltonian constraint spe-
cialized to homogeneous variables, then applied the reduced constraint to generate equa-
tions of motion. Similarly, a general reduced model is obtained by inserting the previously
classified forms of invariant fields in the constraints and equations of motion. Computing
equations of motion directly from the reduced constraints means that one is taking varia-
tions of a restricted expression, rather than of the full action: homogeneous configurations
are only a small subspace of the infinite-dimensional space of all metrics. Since stationary
points of a restricted functional supported only on a subset of all possible configurations
may not agree with those of the functional on the full space, it is not guaranteed that varying
arestricted action produces the correct equations of motion for the restricted configurations.
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For class A models, it turns out, as shown by MacCallum and Taub (1972), that one does
obtain the correct equations of motion if one first specializes the action or Hamiltonian to
homogeneous variables. But there are cases where this commutation property of reduction
and variation does not hold true, notably class B models.

The property that varying an action specialized to symmetric fields of some kind gives
the same result as specializing the full equations of motion to this symmetry is called
symmetric criticality. In general, there is no guarantee that this property is satisfied for a
reduced model. One of the main obstructions is the presence of boundary terms. For general
fields, we have treated boundaries in Chapter 3.3.2 by keeping the metric at the boundary
fixed, §g.»lsx = 0. However, if the fields obey a symmetry of some form, whose orbits
along which fields must remain constant intersect the boundary, variations of the boundary
values are no longer independent of variations in the interior. Then, boundary terms cannot
always be canceled by a surface term and differences between reduced equations of motion
and equations of motion from a reduced action or Hamiltonian may arise.

Looking back at the derivation of canonical equations of motion for general relativity in
ADM variables, boundary terms arose

e in the variation by § N“: varying H, in (3.76), produces a boundary term from

@3N, 1
/d3x\/dethDali/dit; = %G /d‘xmethDa (K — KSh*)8N,) 5
c

e in the variation by §h,,: varying H, produces a boundary term from

SN/ sh, 1
dxv/dethD, 2 @ _ /d3 VdethD; (K — K“h)N' 8h,
f X €] f m 167TG X C f (( a ) g)

from one term in § G}, (while the other terms cancel), and varying Hs in (3.77) produces a boundary
term from

/ d*xv/dethD® (N1 D 8hge — Nhh® Dy8h s, )

= / d*xv/dethD, (N(h“h* — h*h*")D8hy,)
and one from

/ d’*xv/deth D, ((D°N)h*8hye — h/ (D°N)Shy.)

= / d’*xv/deth D, (D,N)(h“h" — h*h“)8hg,)
due to integration by parts twice.

These terms must now specifically be checked in homogeneous models, where we cannot
rely on vanishing boundary variations of the metric to make them automatically zero.
However, they may vanish from the homogeneity assumption alone. This can easily be
seen to be the case for the last boundary term listed because D, N = 0 in any homogeneous
model. To assess the other boundary terms, we make use of a reformulation of the total



4.3 Spherical symmetry 147

divergences D,v? for vector fields as they appear in the boundary terms for different
versions of v“. In a homogeneous space, we expand v“ in the basis X{ of invariant vector
fields, v* = v/ X¢ with constant v’; thus D,v* = v/ D, X¢. With

1 1 1
D, X4 = Eh“bcx,hab = —Ehabﬂx,h‘”’ = —zh,,{w[{ wf Lx, (X4 X5 )M

—hyxh™M o’ wk X4 Ly, X0 = —0f X1, Xk]" = —CK = —2a;
we have
D,v¢ = —2v'a; . (4.58)

The boundary terms are divergences with specific expressions for v¢. From the § N¢-
variation, the boundary term becomes a; (K'Y — KX xh!/)§ N, . From the h,;, variation we
obtain a;(K’X — KX h'®)sh;x N' from H, and a;w! D, ((h*h?® — h*h)Shy,) from
the first term arising from H3. They all vanish in class A models, but not in class B models
in which a; # 0. While class A models are thus safe to use as we did — they satisfy
the property of symmetric criticality — for class B models there is no straightforward
reduced Hamiltonian formulation. Simply reducing the constraints of general relativity
does not produce the correct reduced equations of motion in this case. (It may be possible
to construct other Hamiltonian formulations not directly obtained by reducing the full
action, which then do produce the correct equations of motion. But there is no systematic
procedure to do so.)

There are various general results for conditions under which symmetric criticality is
realized, described by Torre (1999) and Anderson et al. (2000). The main example is
the compactness of the symmetry group, a criterion which applies to Bianchi IX and
also to spherical symmetry. From the discussion of boundary terms, this conclusion is
understandable because symmetry orbits have to extend to the boundary to have a chance
of violating symmetric criticality, and then cannot be compact. Requiring staticity is an
example that does not necessarily result in a correct reduced formulation: time translations
correspond to non-compact symmetry orbits.

4.3 Spherical symmetry

Spherically symmetric models are the simplest inhomogeneous ones and thus provide
interesting arenas in which to apply methods of general relativity. In vacuum, a unique
family of solutions is given by the Schwarzschild space-time for different mass parameters.
A larger class of models is provided by 2-dimensional dilaton gravity, a generalization
of the spherical reduction of general relativity. Here, elegant mathematical reformulations
shed light on the constraint algebra, such as the occurrence of structure functions. In
2-dimensional models, the constraint algebra can be interpreted as originating from an
underlying symmetry given not by a Lie algebra as in usual gauge theories but by a Lie
algebroid.
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4.3.1 Schwarzschild solution

With spherical symmetry we can further illustrate the solution procedure of Einstein’s
equation in canonical form. As stated in the preceding section, spherical symmetry obeys
symmetric criticality; we are allowed to insert the symmetric forms of variables, such as
(4.45) and (4.56) in a connection formulation, into the constraints, and then determine the
equations of motion that they generate.

4.3.1.1 Static solutions

We work with a spherically symmetric spatial line element. From (4.56) we see that it can
only be of the form

ds? = L(x)*dx* + S(x)*(d®? + sin® 9de?) (4.59)

with L = E¥//[E*| and S = E*; see Exercise 4.10. In addition, we use a lapse function
N(x) and a radial shift vector with a single component N*(x) depending only on the
radial coordinate’ (as well, certainly, as on time which is suppressed in the notation).
Non-vanishing connection coefficients for the spatial metric are:

Gj;x:%, f;z,:—i—i/, G;(p:—sinzﬁii/
Gfﬁszwst/, Gﬁ(ﬁ:%, G, =—sindcos® .
Primes here denote derivatives by x. This implies the Ricci curvature components
OR.. — _2%’ N 2%% (4.60)
ORyy = 1+ SiSL S (SLS,;)/ = Sinlzﬂ OR (4.61)

and the Ricci scalar

o 2 (S/)Z S/ L/ S//
R = i 2L282 4?? — 4L—2S. (4.62)
Before going through a general canonical analysis, we will first be looking for static
solutions, requiring vanishing momenta (as well as conditions on the frame as discussed
shortly). Moreover, we choose our radial coordinate x = r such that S(r) = r. This is a
gauge-fixing condition: for spherically symmetric variables, we have the diffeomorphism
constraint D[N*] = [ dxN*(psS’ — Lp;) with momenta pgs and p, canonically conju-
gate to § and L, respectively; see the following subsection for more details. Together
with x := S(x) — x, we render the diffeomorphism contribution to the constraint algebra
second class: {D[N*], § — x} = — [ dxN*S'. The diffeomorphism constraint is not just

5 We reserve the symbol r in the context of spherical symmetry for the areal radius, which is realized if S(r) = r in the metric, a
specific gauge choice used below.
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gauge-fixed but also, with vanishing momenta, identically satisfied; only the Hamiltonian
remains to be studied.

At this stage, we implement the second condition for staticity, namely a vanishing shift
vector N* = 0. With this condition and vanishing momenta, the Hamiltonian constraint
reads

ool 2 L
- T2 22 rL3°

Introducing a new function A := L2, this is a differential equation

AN-—4+ =0
r r

whose solutions satisfy A/(1 — A) = cr with a constant ¢, or

L=vA=—' |
14 (cr)!
With this result, we have arrived at the correct form for all components S and L of the
spatial Schwarzschild metric, but for the full space-time metric we must still determine N.
All constraints have been solved, but additional consistency conditions arise because
momenta and their derivatives are assumed to vanish in this static case. Thus, with the
canonical equations of motion for momenta, we must ensure that

167G
Jdeth

making use of the vanishing shift vector and the Hamiltonian constraint in the form ® R = 0.
Equation (4.64) is indeed an equation for the lapse function.

One might wonder why such an equation arises, given that N supposedly can be chosen
freely as part of the choice of frame. In general, this is true, but in the present treatment
we have already made a choice for the space-time gauge by requiring the momenta to
vanish. In the phase-space language, this looks like gauge-fixing conditions provided that
the flow generated by the Hamiltonian constraint does not leave the condition invariant;
the surface of vanishing momenta provides a cross-section of the gauge orbits generated
by H[N] on the constraint surface. However, we have not been so careful as to ensure
proper cross-sections of the putative gauge-fixing surface (by vanishing momenta) with
gauge orbits of the Hamiltonian constraint, requiring exactly one intersection per orbit.
We have also imposed too many conditions: two functions, the momenta of L and S, are
required to take a prescribed value even though we are now dealing with a single constraint
function. An interpretation of staticity as gauge fixing is thus incorrect; instead, we view
it as an ansatz: we impose staticity and look for a frame (eventually determined by the as
yet unspecified lapse function) respecting this condition. By changing N, we change the
Hamiltonian vector field of H[N], a feature which we can exploit in trying to turn the
Hamiltonian vector field parallel to the staticity surface ps = 0 = p, in phase space. If it
is not possible to turn the vector field parallel to the surface, staticity conditions cannot be

(4.63)

p* = —NPR® 4 D*D’N — h®* D.DN =0 (4.64)
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preserved by the gauge flow; those conditions would have been a bad choice. If turning
the vector field parallel is possible, on the other hand, staticity does provide consistent
solutions, and the lapse function N realizing the parallel vector field is the consistent static
frame.

The flow of the Hamiltonian constraint along its Hamiltonian vector field is exactly
what we have used to derive (4.64): this equation results from the equation of motion for
momenta, whose time derivatives are required to vanish. Solving this equation provides,
via N and the vanishing N¢, the frame realizing this gauge choice.

In (4.64), we have®

h“D.DyN = h""D,D,N + 2h”" Dy Dy N
=h" (3, — G.)d,N —2h"" G, 8, N

= 1N” L/N+2 ol N’
L2 L3 SL?
and thus
(hrchrd _ hrrth)DchN ) N’

SL4

N// L/N/ S/N/
BRI ERCTER

From the equations of motion for momenta, we obtain conditions fora = b =r:

1 L/
v-(5-5)v=0
S L

(hﬁchﬂd _ hl?ﬂhcd)DchN —

and fora = b = v:
N’ (1 SS’L’ (SS’)’> N" L'N" SN’
L3 12 §272 " q213  §312
If the last two equations are satisfied, the Hamiltonian vector field of H[N] respects both
conditions ps = 0 and p; = 0. For S(r) = r, the first condition implies N'/N = —L'/L
which is solved by N o 1/L in agreement, combined with (4.63), with what we know from
the Schwarzschild solution. At this stage, we have reproduced the full Schwarzschild line
element by a canonical description, the free constant ¢ = —(2GM)~! being related to the

=0.

mass.
The second condition then reads

N 1 L N L21 rL’ 1 N—0
o)V et )Y e

which is consistent with the solutions already obtained for L and N; the equation need not
be solved separately. While this equation does not impose further restrictions, it illustrates

6 Note that Dy Dy N does not necessarily vanish even though N depends only on r and the derivatives look deceptively angular.
The abstract index notation, which may be somewhat confusing at this place, implies that Dy Dy N is the -9 component of the
tensor D, D, N. While Dy N = 0 as the ¢-component of the co-vector D, N, components of the tensor D, D, N where b = ¢
do not necessarily vanish because D, N as a co-vector is non-zero.
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the non-triviality of the existence of a static space-time. The staticity assumption implies
that we are solving three equations for two functions, L and N. In general relativity, static
solutions turn out to exist in a spherically symmetric vacuum, but this may not be the case
in alternative theories of gravity in which equations of motion are changed (for instance,
due to quantum effects, as discussed in the last chapter).

4.3.1.2 Reduced phase space

‘We have reproduced the Schwarzschild space-time in canonical form by choosing a gauge,
making explicit use of the expected staticity. Illustrative is also a solution of all the canoni-
cal equations without gauge fixing, but by solving all the constraints and factoring out their
gauge flows. For spherically symmetric vacuum space-times, this can be performed explic-
itly, as found independently by Kuchar (1994) in metric variables and by Thiemann and
Kastrup (1993); Kastrup and Thiemann (1994) in complex Ashtekar variables. Bicak and
Hadjicek (2003) and Horvith et al. (2006) have analyzed the canonical theory of spherically
symmetric space-times in the presence of null dust.

Canonical transformation Without any gauge choices, spherically symmetric general
relativity in metric variables has the phase-space variables L with momentum p; and S
with momentum pyg, all depending on the radial coordinate x but not on angles. The momenta
pr and pg can be written in terms of extrinsic-curvature components only after making
use of the equations of motion for L and §, and so we view them as independent variables
at this stage. From the 3-dimensional spatial perspective, they are simply components of a
symmetric contravariant and spherically symmetric tensor of density weight one,

i d a 1 ) d d 1 9 d
P prsintd— Q@ — + ——ps|sind— Q@ — + &
167 S

~ 8nL ax = ax 90 © 90 | sind dp - dg
independent of the metric or its time derivatives. Choosing the tensor p of this form ensures
its duality with the spatial metric (4.59) as dicussed in Chapter 4.2.1.3, and correct Poisson
relationships between (L, S) and (pr, ps): we insert the spherically symmetric forms into
the full 3-dimensional term [ d3xh g, p? from which we read off the symplectic term

/d3xfzabp”” = /dx(LpL + Sps).

As promised in Example 4.11, a 1-dimensional density weight must remain in the reduced
variables. The density weight on spherical orbits has been removed by integrating sin
over the 2-spheres.

Inserting the spherically symmetric line element and momentum tensor into the general
expressions for the Hamiltonian and diffeomorphism constraints provides their reduced
forms:
pspL  Lp;  SS" _SSL' (S L 465)
S 282 L L? 2L 2
C¥Y = psS' — Lp) (4.66)

Cgrav = -
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with only the radial component of the diffeomorphism constraint as a non-trivial one. (The
form of the diffeomorphism constraint shows that L, not p;, carries the density weight in
the canonical pair (L, p;); see Exercise 4.11.

Solving the constraints and factoring out the flow — providing a complete reduction to
the physical, gauge-invariant degrees of freedom — requires good knowledge of the gauge
flow and of observables. In spherical symmetry, we know that the mass is an observable,
and as determined by Kuchar (1994) it can be expressed in canonical variables as

p? S8 S

GM = —= — —. 4.67
28 2172 * 2 (4-67)

Indeed, on the constraint surface this phase-space function has vanishing Poisson brackets
with both constraints and is thus a Dirac observable. For the Schwarzschild solution,
the momenta vanish and L2 =1 — 2GM/x, S = x shows that M is indeed the mass.
Equation (4.67), however, is valid, irrespective of the chosen gauge.

For now, we have to view GM as a phase-space function defined by (4.67), and thus as
one of the fields depending on x just as L, p; and S in its definition do. If we use it as one
of the canonical variables, the further analysis should simplify, since it is left invariant by
the gauge flows. We thus perform a canonical transformation to a new pair of configuration
variables: the new M and the old S. This is accomplished by transforming the momentum
variables to

Lpr

Py = "oF

with F := 1 —2GM/S, and

o Ln_ Lp_ (Lpu)SS — Lpu(SSY
S = PS T e T asF SI?F :

Although we did not change the configuration variable S, it acquires a new momentum g
to ensure that {GM, g} = 0.
The new momentum 75 turns out to be a linear combination of the constraints:

1 (pLCgrav i S/Cfrav> .

=T\ s L2

The same property holds true for the radial derivative

S/Cgrav + pLC)%rav/S
2 .

GM' =

Instead of the original constraints, we can now use g together with M’, which, at least
generically, determine the same constraint surface and gauge flows thanks to the linearity
of the transformation. (Some of the coefficients vanish or diverge at special subsets of the
phase space, for instance one corresponding on-shell to the Schwarzschild horizon where
F = 0. At those places, a more careful analysis is required.) A canonical action describing
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the system in simpler form is
S = fdt / dx(pyGM + 5§ — NYGM' — NSrg) (4.68)

with new multipliers N™ and N5.

With constraints identical to one phase-space coordinate and the derivative of another
one, the reduced-phase-space analysis is indeed much simpler than for the complicated
original constraints. On the constraint surface, we have mg = 0 with gauge flow §.S = €.
The gauge parameter € can be an arbitrary function of x, allowing us to change S(x) at will.
The degree of freedom (S, 7y) is completely removed by implementing the constraint.

By the second constraint, G [ dxe M’ in smeared form, M is restricted but only required
to be spatially constant. A single real number is left as phase-space degree of freedom,
out of an initial functional freedom. Its momentum P, can be changed by §. Py, = €. If
we ignore boundaries for now, the integral T := [ dx Py/(x) is gauge invariant and forms
a second observable. We have now implemented all the constraints by solving them and
factoring out their flows. Starting with the initial field theory on the radial line, with two
functional degrees of freedom, a single canonical pair (M, t) is left. This pair forms the
reduced phase space of physical observables.

Boundary term We have so far ignored boundaries, which in the case of interest are asymp-
totic. A more detailed treatment will be given later in Chapter 5.3.6, but spherical symmetry
already provides a glimpse on their importance. There is no finite spatial boundary in the
Schwarzschild space-time, but the behavior at spatial infinity, x — oo, is of a particular
form which, for the equations used here, amounts to specifying boundary conditions. More
specifically, the class of space-times considered is asymptotically flat: for large values
r 3> GM of the areal radius on any given black-hole solution, the metric approaches the
Minkowski form. Moreover, the asymptotic fall-off of metric components as functions of r
is of a particular form in the Schwarzschild solution as a characteristic example: the lapse
function and the radial metric component approach the Minkowski values as 1 + O(r~ 1),
and all other components are exactly Minkowskian. For general solutions required to be
asymptotically flat (though not necessarily Schwarzschild) this fall-off behavior is retained:
N(@r)~ 14 O@~") and hyy = 84, + O(r~1). To ensure that the symplectic form can be
integrated, we then require momenta to fall off at least as p® = O(r2).

Boundary conditions have an influence on what we consider as gauge transformations.
The lapse function is the multiplier of the Hamiltonian constraint; if its boundary behavior
is restricted, the gauge freedom is reduced. In the present context, canonical variables are
required to approach a prescribed form for r — oo. Gauge transformations are frozen as
the asymptotic boundary is approached, which shows that | dr Py is indeed gauge invariant
even if there is a boundary on the r-axis.

Boundary conditions also play a role for the dynamics on the reduced phase space. The
theory is fully constrained: there is no bulk Hamiltonian after solving all the constraints.
However, the frozen gauge freedom at the asymptotic boundary implies that boundary
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degrees of freedom are present, as they are realized by the non-trivial reduced phase space.
They are subject to dynamics, which follows from a complete action functional. So far, we
have been working with (4.68) for the constraint reduction. In the presence of boundaries,
however, we must be careful especially with functional derivatives by the phase-space
variable M, for instance when computing gauge transformations of Pj;. An integration by
parts is required, leaving a boundary term —N* in the variation of S by M. The bulk term
of this variation provides us with a simple equation of motion Py, = (N, but the whole
variation must vanish as an Euler—Lagrange equation. With a non-vanishing boundary term,
this can only be achieved by adding a surface term [ dt NG M evaluated at the boundary
to the original action, just as we did with the Gibbons—Hawking term for the full action. In
mathematical terms, the action is functionally differentiable only when this surface term is
added to it.

Physically, the consequence is that the Hamiltonian acquires the same boundary term
(with a minus sign) and no longer vanishes on the constraint surface. The reduced Hamil-
tonian is —N™ G M, and thus proportional to the mass as expected for a measure of energy.
Indeed, the correct equations of motion are generated on the reduced phase space: M is a
constant of motion, while ¢ = {tr, —N¥YGM} = N™ proceeds with lapse N¥.

At this stage, we have completed the reduction, showing the crucial steps of determining
areduced phase space. When this is possible, the constrained system is under full control:
all observables and their reduced dynamics are known, and one may attempt a canonical
quantization of the reduced canonical system if so desired. However, the present example,
which from the point of view of space-time solutions — the Schwarzschild family — is
not at all over complicated, also demonstrates that such complete treatments cannot be
expected to be feasible in many cases. Much has to be known about the system in detailed
form, and many calculational simplifications must conspire to allow solutions in closed
form. Although such solvable examples are very useful as model systems (for another one,
see cylindrical gravitational waves as analyzed by Kouletsis et al. (2003)), a more practical
treatment of constrained systems as they arise in general relativity is given by fixing a
suitable gauge.

4.3.2 2-dimensional dilaton gravity

A large class of models is obtained by formulating gravity in two space-time dimensions.
Without extra fields, this does not give rise to non-trivial dynamics because the action
integral [ d>x/= det g R, according to the Gauss-Bonnet theorem, is a topological invariant
and thus, despite appearances, does not depend on the metric at all. Variational equations
by g.» are identically satisfied and no space-time dynamics ensues.

Coupling a scalar field to gravity in two dimensions, introducing the dilaton ¢ in the
form

S = % d2xy/— detg(¢R — V() (4.69)
)
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not only results in non-trivial dynamics but also corresponds to several cases of physical
interest depending on the choice of the dilaton potential V(¢) (as reviewed by Grumiller
etal. (2002)). For ¢ = §%, V(¢) = —2./9, for instance, one obtains the action of spherically
reduced gravity with § as it appears in the line element (4.59). The 2-dimensional metric and
Ricci scalar then refer to the (¢, r)-part of the line element, rescaled by a conformal factor
S. (Reducing D-dimensional gravity to spherically symmetric form results in a potential
V(¢) = —(D — 2)(D — 3)¢'/P~? in D > 3 space-time dimensions, with ¢ = SP~2. The
conformal transformation is then done with S”~3.) Finally, 2-dimensional dilaton gravity
models are included in the more general class of Poisson sigma models, introduced by
Ikeda and Izawa (1993); Ikeda (1994) and Schaller and Strobl (1994), which show a rich
amount of interesting symmetries and mathematical structures.

4.3.2.1 Poisson sigma model

To reformulate (4.69) and introduce Poisson sigma models, we express the action in first-
order form using co-dyads eJ and connection 1-forms w,%g. Indices o, B, ... refer to
the internal 2-dimensional Minkowski spaces on which the 1-dimensional structure group
SO(1, 1) = R is acting. We will mainly be using light-cone indices %, corresponding to
the coordinates x* := x & r. Co-dyad components with respect to this coordinate basis are
ef =2712(0 £ el

In two dimensions, the curvature scalar can be realized in a simple way. Starting with
the Riemann tensor, tensorial symmetries show that it must be characterized completely by
a single function X such that R,;,” = /— detgXeup€,”. Here, e, is the tensor density
of density weight —1, which we remove by multiplying with the determinant of the 2-
dimensional metric.

Example 4.15 (2-dimensional curvature tensors)
For a Riemann tensor R,,,? = /— det gXaabeaﬁ on a 2-dimensional space-time we have
the Ricci tensor

R, = ebeﬂ ea” = +/— det Xebeﬂsmea
= V/—det gXe,cgpac™(dete) ™ = —Xgup

using the determinant identity 6“’3 = (dete) ' with the determinant dete of the
co-dyad €. The Ricci scalar is then obtazned as R = —2X; thus, Ry, = %Rgab. In two
space-time dimensions, the Einstein tensor Gga, = Rup — %Rgub vanishes identically. 2-
dimensional gravity becomes non-trivial only by coupling the dilaton field, or other matter

fields.

Like the curvature tensor, the Ricci rotation coefficients w,%g can also be reduced to a
single 1-form w, such that w,%g = w,€*g. Again, this reduction follows from the tensorial
symmetries, or from the fact that we have a 1-dimensional Lie algebra so(1, 1) with a
single generator €“g. Also owing to the 1-dimensionality of the structure group, the second
structure equation (3.134) simplifies: R,? = dw,”. Together with our expression for the
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Riemann tensor in terms of X = — % R, this implies that — % RJ/—=detgemes” = (dw)apes’,
or Re = —2dw with the volume form €,, = +/— det g&gp.
We can thus write the action as

_ (e _ __1 1
S=1o i d?x\/—detg(¢pR — V(¢)) = G . (¢dw+ 2V(¢)e) (4.70)

where w, is understood as the connection 1-form compatible with the dyad, satisfying
De” = de* + we”s A € = 0 according to the first structure equation (3.133). We are going
to use this action also in first-order form, but unlike in the 4-dimensional case the first
structure equation in two dimensions is not implied by the equations of motion: by variations
of the action (4.70), w, is restricted only by the second structure equation. In order to ensure
the correct connection 1-form in a first-order form, we add the first structure equation
De* = 0 as a constraint, with Lagrange multipliers X,,:

1 1 o
S=-35 ). <¢dw + V(@) + X De ) : “4.71)

This is the first-order action for dilaton gravity. (If the dilaton potential is allowed to depend
on the Lorentz invariant X* X, in addition to ¢, a theory with torsion results.) Integrating
by parts (discarding boundary terms), we arrive at the action

1

S=——
2G Js

(e"‘ ANdXy +© Adp + Xee%s0 A eP + %V(q&)e) .
Renaming the various variables as
(XDiz123 = Xa, $) = (X1, X_, §) (4.72)
for the scalars, and
(ADiz123 = (", @) = (7, ¢7, w) (4.73)
for the 1-forms, and introducing the matrix

0 —1V(p) —X-

PH=|3Ve) O X, (4.74)
X. —-X, 0
the action becomes
1 . 1 ..
S=—— | (A AdX +=PVA; AA; ). 475
2G Jx ( + 2 ’) (4.75)

‘We now have a connection formulation with 3-dimensional internal spaces, coordinatized
by X': compared with space-time, the dimension is enlarged since the dilaton and the con-
nection have been included as additional internal directions by the definitions (4.72), (4.73).
No new symmetries on the internal space arise from this extension, but the internal space
does acquire a new structure: it has become a Poisson manifold, since the matrix (4.74),
interpreted as a bivector, satisfies all conditions for a Poisson tensor; see Exercise 4.14.



4.3 Spherical symmetry 157

The action thus describes a sigma model of fields X': ¥ — (M, P), x% — X'(x%) whose
world-sheet ¥ is 2-dimensional and whose target space M is a 3-dimensional Poisson
manifold: a Poisson sigma model. Later on, we will be able to interpret the connection
fields A; as a related mapping of algebraic structures.

Field equations are easily obtained by variation:

55 . ,

- 2G5T =dX'+P7(X)A; =0 (4.76)
) 1 Kl

~2655 = dA; + 3 (;P*(X)) Ak AA =0. (4.77)

Moreover, the action is invariant under the local transformations
X' > X+ PUX) A A+ de + 4P (X)Ae (4.78)

for arbitrary functions ¢;. (This symmetry relies on P"/ being a Poisson tensor, satisfying
the Jacobi identity. The Poisson property is thus crucial for Poisson sigma models.)
Poisson sigma models are more general than dilaton gravity. Other examples are:

Example 4.16 (Gauge theories as Poisson sigma models)

1. BF-theory: If P is the Poisson tensor defined on the dual of a Lie algebra LG by the Kirillov—
Kostant structure, P = CY; X* with the structure constants CV,, the action of the resulting
Poisson sigma model can be written compactly as

S(X,A) = / X - F(A)
x

with the LG-valued curvature 2-form F(A) = dA + %C"jkA,- AA;T* = dA + [A, Al (The form
of the Lagrangian density, the field X often called B, gives rise to the name BF -theory.) While
F(A) takes values in LG, X takes values in the dual (LG)*. Applying a dual element to one
in LG is indicated by the *-’. The field equations are Dy X = dX + [A, X] =0 and F(A) = 0.
Symmetries (4.78) of the action integrate to the standard gauge transformations X — g~'Xg and
A g 'Ag + g 'dg with g = exp(e;T") € G in the Lie group.

2. Yang—Mills theory is obtained in a similar way after adding C(X)w to the action with C the
quadratic Casimir function of the Lie algebra and w a volume form on the world-sheet. In
contrast to BF-theory, the field equations of Yang—Mills theory in two dimensions thus partially
depend on a background geometry via the volume form.

In general, Poisson sigma models allow arbitrary dimensions for the target space involved.
For dilaton gravity, the target space is 3-dimensional, but coupling B F-theory or Yang—
Mills theory to gravity increases the dimension. From now on, we will work with general
target spaces required only to carry a Poisson structure.

4.3.2.2 Solutions
Solutions of a Poisson sigma model in general terms can be characterized entirely by the
target manifold’s Poisson geometry. Most importantly, the structure of symplectic leaves
which foliate the Poisson manifold is important. (See the Appendix or Chapter 3.1.2.2.)
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For a symplectic manifold, there is only one symplectic leaf, the whole manifold. For a
degenerate Poisson tensor, however, symplectic leaves are of lower dimensions than the full
manifold and defined in such a way that they carry a symplectic structure compatible with the
Poisson tensor. One can construct the leaves using the subbundle P*(T*M) C T M, which
defines an integrable distribution owing to the Jacobi identity. Integrating the distribution
results in a foliation by the symplectic leaves.

Since tangent spaces to the leaves are in the image of P%, they carry a non-degenerate
symplectic structure. The co-normal space to the leaves is kerP*?, and can locally be given
in terms of Casimir functions C! such that P*(dC’) = P9;,C'd; = 0 as a vector field.
Still locally, one can always introduce Casimir—Darboux coordinates’ (x®, C') such that
the Poisson tensor takes the standard form (A.13) given in the Appendix, introducing the
leaf-symplectic structure 2.

Writing the field equations of a Poisson sigma model in Casimir—Darboux coordinates
for the target space, they reduce to

dx' =0, dx*=PAgz, dA;=0.

The equation for dA, is solved automatically by inverting dX* = P’ Agto A, = Qqpd XP.
Gauge transformations (4.78) take the form

8X'=0, 8X*=ePP, S Ar=de;, A, =de,.

We first solve the equations for X': its components must satisfy X/ = const!, which
means that the image of ¥ under X must entirely lie in one symplectic leaf of (M, P) given
by the Casimir values C! = X!. The other components X* are undetermined and in fact
can be changed arbitrarily by choosing a gauge: on the leaf, P is invertible such that
3 X% = eg PP includes all vector fields tangent to the leaf. The image of ¥ under X’ can
thus be deformed within the leaf without restrictions; gauge invariant is only the homotopy
class of the mapping.

The connection components A, are determined from X while the gauge transforma-
tion for A; tells us that gauge-invariant solutions are given by elements a; of the first
cohomology group of X: the space of closed 1-forms on ¥, dA; = 0, modulo exact ones,
identifying A; with A; + de;. If the leaf allows a compatible presymplectic form Q;;, one
can, following Bojowald and Strobl (2003a), write a complete solution for A; as

A; = —X*(Q4;dX7) + o, X*(3,CT).

4.3.2.3 Canonical formulation

The action (4.75) is already in first-order form and can easily be decomposed in a space-time
splitting:
1

S=-35 drfdx (A X" = A((XYY +PTA)) (4.79)

7 We are recycling the letters a, 8, . .. for indices; internal 2-dimensional Minkowski indices will no longer be used from now
on.
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with
A=A, and A; :=A,. (4.80)
We immediately read off the canonical variables with their field-space Poisson brackets
{A;j(x), X' ()} = 2G8;8(x, y)

(to be distinguished from the Poisson structure given by P/ on the finite-dimensional
target space). Since A; does not appear with time derivatives, its momenta vanish as
primary constraints, implying the secondary constraint G[A;] = [ dx A;G' ~ 0 with

< 1 . .
G = ——((X'Y+PA)).
5 G(( ) + j)
With infinitesimal parameters €, the constraints Gle ;1 generate gauge transformations
8 X' = ¢;PI(X) (4.81)
1
SeA; = de; + E(aiPk’(X))Akel (4.82)

in agreement with (4.78).
The constraints can easily be seen to form the first-class algebra

- - 2 . .
(GIA], GIK ]} = —EG[AiKlakP”]. (4.83)

For the Poisson sigma model corresponding to dilaton gravity, the constraints include gen-
erators of spatial diffeomorphisms, seen by noting that the combination D := —A;G' =
A; (X' has the correct form for a diffeomorphism constraint in one spatial dimension; and
indeed, the transformations generated by D are Lie derivatives of the fields. The constraint
G? generates local so(1, 1)-gauge transformations, and the remaining independent combi-
nation of G' amounts to a Hamiltonian constraint. In Poisson sigma models, all constraints,
including the dynamical ones, can be described by a single algebra in terms of the Poisson
tensor. We will exploit this convenient feature in the next subsection.

Example 4.17 (Linear Poisson tensor)

For a linear Poisson tensor P = C,ij XK, the constraint algebra (4.83) has structure
constants PV = C,ij , rather than structure functions that would depend on X'. The
constraints are equivalent to the usual Gauss constraint of a gauge theory whose structure
group has the same structure constants. Indeed, as already seen in the context of B F -theory
in Example 4.16, the gauge transformations (4.78) in this case are of the well-known form

8. X' = Cl'e; X" =1, X1 (4.84)
8cA; = de; + CM A = de; — [e, Al (4.85)

with the Lie bracket [X,Y ], = C,ini X;.
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For non-linear Poisson tensors as realized, for instance, by spherically symmetric gravity,
on the other hand, the system has structure functions. With this property, non-linear Poisson
sigma models provide interesting systems exhibiting one of the key aspects of full general
relativity. Even in the case of structure functions, the gauge structure of Poisson sigma
models can still be understood algebraically. However, they no longer come from a Lie
algebra but from the more general notion of a Lie algebroid.

4.3.2.4 Lie algebroids

As already seen, for a linear Poisson tensor the fields X i take values in the dual of a Lie
algebra, and A; maps vector fields on the world-sheet to co-vectors on the dual Lie algebra
or, using double duality, to elements of the Lie algebra itself. In the non-linear case, a
Poisson manifold (M, P) does not have an interpretation as the dual of a Lie algebra, but
it forms a Lie algebroid as defined in the Appendix: a vector bundle E = T*M over the
Poisson manifold M with an anchor map p: T*M — TM, o; + P"«; and a Lie bracket
[dX, dX/] = 3 PYdX* on coordinate differentials on M, extended to all sections of T*M
by linearity and the Leibniz rule. Compatibility conditions between the anchor map and
the Lie bracket are satisfied, making the co-tangent bundle of a Poisson manifold a Lie
algebroid. A Lie algebra is a Lie algebroid over a single point, and so Lie algebroids
naturally generalize Lie algebras.

The tangent space of a manifold is also a Lie algebroid, with the anchor being the identity
map and the usual Lie bracket of vector fields. The fields of a Poisson sigma model can
be interpreted as maps between these two Lie algebroids: the first one given by the tangent
bundle of the world-sheet ¥ with the usual Lie bracket of vector fields, the second one
as the co-tangent bundle of the target manifold M with its Lie bracket defined via the
Poisson tensor. Any section of E; := T X, i.e. a vector field v“, is mapped to a section
of E, := T*M with co-vector A;,v*(x) at X(x). When the fields satisfy the equations of
motion of a Poisson sigma model, these maps are Lie algebroid morphisms mapping the
structures of the Lie algebroids, anchor and Lie bracket, into each other. The specific laws
to be satisfied by a Lie algebroid morphism are collected in the Appendix.

This statement can be proved by direct calculations. We start by showing the first property
of a Lie algebroid morphism ¢: E; — E,, namely p, o ¢ = (¢)+ © p1. Here, pry = id,
prem =P, ¢o = X and ¢(v) = A;qv*dX’ € Ty M for any v € T, . Thus,

(pr+m © $)(V) = PP A;,v"9;
and
((¢0)s © pre)(V) = Xyv = dX (v) = 9, X v9;

by the chain rule. Both expressions are equal if and only if dX’ = PJ'A ;, which is the first
field equation (4.76).

The second property of a Lie algebroid morphism then ensures that, in addition to the
anchors, the algebraic operations are also respected: for sections sy, and s; ;2 Of Eipp, the
conditions ¢ o 51 = 5, 0 ¢g and ¢ o 57 = 55 o ¢ must ensure ¢ o [s1, 5111 = [s2, 8512 © Po.
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In our case, the assumption means that for all vector fields v and w* on %, there are sections
a; and B; of T*M such that A;,v* = X*o; and A;,w® = X*B; as sections of X*(T*M),
i.e. as fields on X taking values in 7*M. For ¢ o [s1, 5111, we compute A;,[v, w]¢, which
can easily be done using Cartan’s formula (see Exercise A.3 in the Appendix):

Aialv, w]" = (dA)apwv” + v98,(Ajpw”) — w*d,(Aip7) .

For the terms on the right-hand side, we have
1
(dA)pw v’ = _Eaipk]AkaAlbwa v = —X*@PY Bray)

= X* (([dX*, dX 17 m)icy)
using the second field equation (4.77) and the definitions. Then,
v du(Apw’) = X" (Xu0)B) = X* (PP
where we have used
PH(X ) = PY(X*2;)d; = PY Aiv*d; = (dX7),v"8; = 8,X/v"; = X,v
with the first field equation. Fully analogously,
w',(Aipv”) = X* (P B)a) -
Combining these equations gives
Aialv, w]® = X* (14X, dX"Tra)iowbr + p(@)B: — p(Bei) = X* (e, B1)

according to the Leibniz rule. Since A;, represents ¢, and X' provides ¢, preservation of
the brackets follows from the field equations, and vice versa.

4.3.2.5 Symmetries

Solutions (X?, A;) of the field equations for a Poisson sigma model are in one-to-one
correspondence with Lie algebroid morphisms from the tangent space of the world-sheet
to the tangent space of the target Poisson manifold. Symmetries, with structure functions
in the non-linear case, act on the fields and should be interpreted as relationships between
Lie algebroid morphisms. In the linear case, symmetries can be realized just on the target
space, by the usual pointwise gauge transformations from the Lie algebra. In the non-linear
case, world-sheet and target manifold can no longer be split.

We will denote the anchor map components as p', as they arise from applying the anchor
map to basis sections b; of E: p(b;) =: pﬁa,-. For the structure functions, we write C } K>
obtained from [by, bx] = C} xbr. All these components are determined by the Poisson
tensor in the case of a Poisson sigma model, but it is useful to denote them by their algebraic
meaning. At the same time, a generalization to Lie algebroid morphisms not related to
Poisson manifolds opens up in this way, as introduced by Strobl (2004). Our symmetries
then read 8. X' = pje’ and §. A’ = de! + CI A’k with a section €/ of E,. The pair
(X', AT) provides a Lie algebroid morphism; our field space is thus M = {¢: E| — E,},
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while X' alone provides maps in My = {¢p: £ — M}. From §.X’ we obtain a vector
field on M, but including §.A’ does not automatically result in a vector field on M. The
definition of 8.A’ is not frame-covariant: if we change our basis for sections of E, such
that the components of the gauge generator ¢/ and of A’ itself transform according to
el = Bl(X)e&’, the symmetry transformation de’/ 4+ C/ A’eX of A’ does not transform
as A’ does. By the Leibniz rule, we should have

8.(BIAYy = Bls.A; + A7 (3;B})s. X'
but what we find for the symmetry transformation is
de! + Cl AVeX = Bl(de! + €1 AVEX)
+(@;BhHdx'e! + (3, B)pi. ATeX — (8, B)pi AKeE’
with BY pi, =: p' . This equation is obtained using
CLuByBy = CJx By + by i B) — f;0; By

which in turn follows from the definitions [b;, bx] = C}yb; and [Bib,, BY byl =
ClyBLb; and the Leibniz rule [s, fs'] = f[s,s'] + (o(s)f)s’ of a Lie algebroid. The
difference of all terms in the frame-transformed symmetries is (3; B))(dX' — pjA’) =:
(8; B)F'&’ which is not identically zero, but vanishes on-shell. We thus expect that
the field equations must be used to interpret the symmetries as relationships between
Lie algebroid morphisms. We will sketch this proof for on-shell symmetries following
Bojowald et al. (2005b), who also have provided a more complicated extension to off-shell
symmetries.

Definition 4.1 Two Lie algebroid morphisms ¢, ¢': E; — E, are homotopic if and only
if there is a morphism ¢ from the direct sum E := E, @ T1 over M, x I with the interval
I = [0, 1] to the Lie algebroid E, such that ¢ restricted to M x {0} equals ¢\, and ¢
restricted to My x {1} equals ¢'.

Lie algebroid morphisms resulting from solutions to a Poisson sigma model over the
world-sheet X can naturally be extended to the tangent bundle over ¥ x [I: With a coordinate
t €1, fields X'(x,t) and A’ = A’ + A!dt provide a general extension ¢. We will denote
the differential operator on ¥ x I as d = d + dr A 9,. The structure functions C}; and
anchor map components p} remain unchanged and z-independent, since they refer only
to E,.

For ¢ to be a morphism, the field equations of a Poisson sigma model must be satisfied
for the components X’ and A’ defining the extended morphism. Thus, we must have

0=F :=dX' — p/A" =F'(t) +dt A (3, X" — piA])
using the non-extended F! at each ¢, and

- 1 _ _
0=F :=dA" + ECjKAJ AAK =F (1) +dt A (BA" —dA] + CI ATAK).
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Identifying e/ := A! shows that the field equations are satisfied for ¢ if and only if they are
satisfied for all fixed ¢ and 3, X’ = §. X', 3;,A’ = §.A’. Thus, we have a homotopy of Lie
algebroid morphisms, represented by two different solutions of a Poisson sigma model, if
and only if the solutions are related by the symmetries of a Poisson sigma model.

4.3.2.6 The gauge groupoid of canonical gravity

Poisson sigma models allow one to formulate the gauge transformations (with structure
functions) underlying spherically symmetric gravity as the action of a Lie algebroid. As
shown by Cattaneo and Felder (2000), the class of Lie algebroids encountered here can be
integrated to Lie groupoids. Also, the full gauge algebra (3.88), (3.89) and (3.90) can be
interpreted as a Lie algebroid, derived from a Lie groupoid, but the realization is much less
direct than in the case of spherical symmetry.

Blohmann et al. (2010) show that pairs (N, N¢) of a function and a vector field on a
spatial manifold ¥ form a Lie algebroid over the base manifold M of metrics 4,, on X
with the bracket

[(N, NY), (M, M*)] = (N“0,M — M“3,N, [N, M]* — h**(No,M — M9, N))
and anchor map
PN, Ny = Lty ya hav

with a vector field t(“N, vy =N n® + N¢ for an embedding of ¥ in space-time such that
it acquires the normal n“ and the space-time metric becomes Gaussian. The construction
thus requires a choice of gauge, amounting to a local trivialization of the Lie algebroid
constructed. Globally, however, the Lie algebroid exists without requiring gauge choices.
The Lie algebroid is the infinitesimal version of a Lie groupoid which can be described
in simple terms. Consider as objects all space-time evolutions M| _,, from one spatial slice
¥ to another one ¥, according to Einstein’s equation. We identify s(M_,,) := X, as the
source and t(M;_,,) := %, as the target of M. These objects can be composed by adjoining
the space-time regions, provided that the target of the first one equals the source of the
second one, in this way defining a groupoid. As Blohmann et al. (2010) demonstrate, this

is the Lie groupoid integrating the Lie algebroid underlying the constraint algebra.

4.4 Linearized gravity

When the gravitational field is not too strong, Einstein’s equation can be linearized. This
is often used to discuss gravitational waves, cosmological structure formation or physics
near the Newtonian limit. Also, the stability of properties found in symmetric models
can be analyzed by introducing perturbations around them. In those cases, one starts
with a background metric %,;, around which the metric is defined as a perturbation
8ap = %ap + 8g4p. To linear order, the inverse metric is then g% = %% — §g* where
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§gb = 0gacObd5q . Here and in what follows, indices are raised and lowered using the
background metric.

4.4.1 Linearized Einstein equation

A perturbed metric provides the perturbed connection I'Y, = T'¢, + C¢, with the tensor

1, .
Cop = 3 % ("Vadga + "Vb0gad — "Vadgas) -

It determines the Ricci tensor by

Rap = "Rap + 0.Cp, — 0,C, + T, Cly + Co, °T

—0rg,cd, — €5, °rd, + 08g%) = "Rup + OV.CE, — OV,CE, + 0(8g%)

a

. 1 . 1
= "Rap + "V Vbgae = 5 "V Vedgap = 5 "V "Vibdgea 8 + 0(3g)"  (4.86)
and the Ricci scalar by
R — OR _ Sgab ORab + Ova Ovbagab _ Ovc Ovcagab Ogab + 0(5g2) .

Taken together, this gives the Einstein tensor
1 0, Oy7c 0 5 1 Oy7c 0 5
Gab = Rab - ERgab = Gab + Vv V(baga)c - 5 \% VC(Sgab

1 1 1
— E OVC OV"(Sgcd Ogab — 5 OR‘Sgab + E Ogab ORCd‘Sng

=87 G( T, + 8T,p) (4.87)

where we introduce 6g,p := 8g4p — % Ogab Og cdg g.q- Since the background solves the unper-
turbed equation °G,;, = 87 G T, for instance by a model of homogeneous cosmology,
8&ap 1s subject to the partial differential equations

OVC OVCSgab + Ogab OVC Ovdégcd - ZOVC OV(ngu)C
= %, "Rea82 — "RSG — 167 GS T,y . (4.88)

If matter is provided by a field such as a scalar ¢, 9T, and 8T,, can be obtained by
perturbing e.g. ¢ = % + 8¢ and expanding T, in §¢.

The linearized equations are a system of hyperbolic equations that couple §g,; to matter
and the background curvature. For instance, on Minkowski space as the background %, =
Nap, We can gauge SN and N¢ to zero and impose other gauge conditions such that only
gravitational waves given by the transverse-traceless part of the spatial metric 4, remain.
In a cosmological situation, other modes are of interest as well.
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4.4.1.1 Mode decomposition

In order to perform the mode decomposition of dg,,, on a general background 0glw, we use
the canonical form

dx*dx"8g,, = —2NSNdr? + 8hap(dx® + "Nedr)(dx? + °NPdr) 4 2%, N@drdx®
8u

for the metric perturbation, where we have perturbed N = ON + 8N, N* = 0N 4 §N“
and A, = %, + 8hyp. The coefficients provide metric perturbations of different (spatial)
tensorial types. In these perturbations, SN =: "N ¢ is a spatial scalar and %h,,§ N is a spatial
covector which we decompose further as %8N = wa + %D, 01 such that °D? wa =0

(wg is transverse). Thus,
D °Dyoy = °DP (%8 NY). (4.89)

Decompositions of this form allow us to split perturbations into different parts, one coming
from a scalar mode, o1, another from a vectorial one, w,{. Although they both contribute
to the spatial vector § N“, these scalar and vector perturbations obey separate evolution
equations at the linear level, and are subject to different sources. The split is thus useful to
organize and analyze linear perturbation equations.

In addition to scalar and vector modes of different types, tensor modes arise in a similar
way. The spatial tensor /., can be decomposed as 8hy, = —2% %yp + kap Where kg, is
traceless and ¢ = —é(Shab %4 is a further scalar mode. Moreover, we decompose k,;, as

kab = thT + ZOD(aMb) — %Ohab ODCMC
= ] +2°Dgufy +2(°Dy Dy — 1 %, °D°Do)o . (4.90)

Here, we are first adding u,-terms to make h;bT transverse-traceless, i.e. haTbT Ot = 0 and
OD”thT = 0. This requires that Dk, = 29D OD(au;,) — % %D, °D¢u.., or

1
°D?OD,uy, + 3 Dy, DU, + ORI uy = °Dkyp 4.91)

using the spatial background Ricci tensor °®R,;. In the second step of (4.90), we have
treated the co-vector field u, as we treated w, before, decomposing it as u;, = ul{ + Dyos
with transverse u!, i.e. °D’u] = 0. For a given u; solving (4.91), o, is determined as
a solution of °D? %D,y = °D’u,. The transverse parts are then found as the differences
ul =up — °Dyoy and h1 = kayp — 2°Dqupy + 2 %hap °Deuc.

For suitable boundary or asymptotic conditions to make the elliptic equations appearing
here well-posed, as discussed by Stewart (1990), the original metric perturbations have
been split uniquely into the components (¢, ¥, o1, o2;ul, wl; hI]): four scalars, two
vectors and one tensor which constitute ten independent fields. (A transverse vector field
has two independent components, since it is subject to one linear transversality condition,
while a transverse-traceless symmetric tensor has two independent components.) This
parameterizes the ten components of the symmetric space-time metric perturbations.
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So far, we have not reduced the amount of information in the variables, but this can
be done by gauge conditions which correspond to fixing some of the freedom of making
changes of coordinates. These changes are generated by the Lie derivative along arbitrary
space-time vector fields £* such that x* + x* + &*. For an FLRW background, which we
assume from now on, a coordinate change thus implies a change of the background metric
to %, + 8¢ g, Where

dx"dx "¢ g = —2°N(°NE'ydr* + 2 (a*(a ?&,) + °Du&,) dx“dt
+ (2aa&" hap + 2°Dio&p)) dxdx” . (4.92)

This can be computed from the Lie derivative 8¢ g, = L¢ %, of the background metric
ds? = — 'N2dr? + a® %h,,dx“dx? along &%, or simply by replacing coordinates x* by x* 4
&" in the differentials as well as the arguments of N(¢) and a(¢). By changing coordinates,
we thus transform our original metric perturbation 8g,,, to 68, + 8¢&,» and, by suitable
choices of &, eliminate some of the components of the perturbation.

For instance, starting with a perturbed metric decomposed as above, we may choose the
spatial components of the vector field to be £, = —u, and the time component &, such that

DD, + a* D, Ja?) = —°D Do . (4.93)

Observing that by (4.93) the coordinate change implies a shift change §: N, = a*(a7%&,) +
%D, &, in (4.92) satisfying OD”(SE N, = —°D*°D,q,, we have °D* (8¢ Ny + 6N,) = Oaccord-
ing to the condition (4.89) for 0. We thus cancel any contribution o to the perturbed metric,
and similarly eliminate the three other metric components o, and u! because we have cho-
sen &, = —u,. These components are pure gauge: they can be eliminated completely by
choosing particular coordinates. Having eliminated four independent fields, all the freedom
provided by coordinate transformations has been used. The remaining modes must corre-
spond to physical degrees of freedom, their dynamics determined by evolution equations.

4.4.1.2 Propagation

In order to discuss hyperbolicity issues and the physical significance of the modes ¢, ¥, w!
and hT regarding their propagation behavior, we look in more detail at the principal parts
of the linearized equations of motion. These are given entirely by the gravitational parts of
the equations, and thus independent of the form of matter stress-energy. We read off terms
from (4.88) and split them into the perturbed metric components, also using transversality
of some modes.

We will use the barred metric perturbation

dxtdx"88,, = — N*(¢ + 3y)dr” + 2wl dx“dt + (¥ — ) hap + hL) dx“dx?  (4.94)

as it follows using g, 991V = 2(¢ — 3¢). Thanks to transversality of the modes with
superscript “7”, we have

1
WS, = N V85, + 3 %’ °D* °D 8 gp. . (4.95)
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For the (¢, t)-component of Einstein’s equation (4.88), we obtain the principal part
OVrOV, 85, + % OVHOVUSE,, — 20V OV, 8g,,
= D°D,8g1 + gt °D* °D’8gupr = "D D, (881 + % %1t h"881c)  (4.96)

using (4.95), transversality of waT in 834, and %, °V' = OV, for a diagonal %% .. With
88 + % %, P82, = —4°Nr, (4.96) amounts to an elliptic operator acting on .
For the (a, t)-component with spatial a, we have the principal part

OVEOV, 88, — VI OV,88,, — OV*OV,85,, = *D" D85, — OV °D,83s
—DV,85,, . (4.97)

The transverse part of this differential operator provides an elliptic equation for w!, the
rest a first-order (in time) equation for °D, .
Finally, from the spatial (a, b)-components we have

OVHOV 83ap + Yhap V" OVY88,, — 20VH OV 830y =: 8Gap . (4.98)
The tensor §G,;, has a traceless part
_ 1y .o~ _ 2 _
8Gap = 3N 8Gea hap = V" Vi = 2°V" Dby + 3 hap "V D88 a
whose last two terms can be split into its transverse-vector and scalar parts by
. _ 1 _
2 OVM OD(a(Sgb)l,_ =2 OV’ OD(u wa) + 2 (ODL OD(aggb)c - g Ohab ODC ODC(SgL-d) .

Here, the only off-diagonal scalar contribution is °D¢ ODWS 8bye = D, °Dy, (Y — ¢), pro-
viding an elliptic equation for i — ¢. (If there is no off-diagonal matter source term —
called anisotropic stress — this equation is simply solved by ¢ = .)

The transverse-vector contribution to the trace-free part results in a first-order evolution
equation for ODawa , and the transverse-traceless part of °V¢°V.8g,, is a hyperbolic
operator for AIT. Then, the trace-part of §G,;, provides —4 N2V’ OV'y,, which results
in a second-order evolution equation for v without spatial derivatives. (As expected, we
have six equations from the spatial part of Einstein’s equation: one for a scalar ¥, one for
the difference ¥ — ¢, two for a transverse vector w! and two for a transverse-traceless
symmetric tensor A1)

4.4.1.3 Equations of motion

From the analysis of principal parts, we expect only thT to be propagating, subject to a wave
equation. The other modes are subject only to equations that are either constraints (of less
than second order in time derivatives) or purely time derivatives in their principal parts. Such
modes evolve, but merely in reaction to sources, not as propagating degrees of freedom.
Explicitly, the equations in the presence of a scalar field source ¢ (whose stress-energy
tensor is free of off-diagonal spatial components) as already seen in Chapter 2 are indeed a
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constraint (2.40) from the (¢, a)-equation (corresponding to the diffeomorphism constraint),
another constraint (2.39) from the (¢, f)-component (corresponding to the Hamiltonian
constraint) and an evolution equation (2.4 1) for the scalar mode. For the vector mode, we
have the constraint

Dt Dyw! =0 (4.99)
and an evolution equation

iOD(aw,,T =0 (4.100)

ot )

(source-free for a scalar matter source), and the wave equation for the tensor mode.
This demonstrates the following properties of the modes:

1. At the linear level, all the modes ¢, ¥, w! and hZ] decouple from each other and satisfy separate
differential equations.

2. There are no wave equations for the scalar modes ¢ and v or the vector mode w! but only (elliptic)
constraint equations and evolution equations. Thus, these modes do not propagate but only change
in time in reaction to matter sources.

3. For the tensor mode 277 we have a wave equation, and thus the transverse-traceless components
of the spatial metric, in the gauge chosen here, constitute two propagating degrees of freedom
which can be excited even in vacuum: these are gravitational waves.

4.4.2 Gauge-invariant perturbations

In the previous section, we fixed the coordinate gauge by eliminating four of the met-
ric perturbations. Alternatively, one can derive combinations of the general perturbations
invariant under changing coordinates by arranging the quantities such that coordinate-
dependent terms cancel. These gauge-invariant perturbations are useful because they allow
one to do calculations in a coordinate and gauge-independent manner.

4.4.2.1 Space-time treatment

The tensor mode is already gauge invariant because the Lie derivative of the metric along
any vector field does not have a transverse-traceless part. Scalar and vector perturbations,
however, change under coordinate transformations. A space-time vector field can be decom-
posed into one transverse vector component and two scalars: the time component and the
gradient part of the spatial vector. These contributions provide independent gauge trans-
formations, two scalar and one 2-component transverse vector, corresponding to the four
independent coordinate choices.

For vector modes, only coordinate changes are relevant that are generated by a vector
field with spatial components satisfying transversality, °D,£% = 0. Using the previous
decompositions and (4.92), this implies the transformation w”® - w’® + a2£% and u”* >
uT® + £%. Thus, in the combination V¢ := w” — a?i”7* the transformation terms cancel,
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and V¢ is gauge invariant (as well as transverse). This is the coordinate independent measure
of the vector mode.

Similarly, one obtains gauge-invariant combinations for scalar modes introduced by
Bardeen (1980), the so-called Bardeen variables. (See the articles by Stewart (1990) and
Goode (1989) for further properties.) There are four scalar perturbations in a space-time
metric: ¢, ¥, o1 and o5. It turns out to be useful to redefine some of them by introducing
B via o1 =: °N B, and we also rename o, =: E. If we then choose conformal time n, such
that "N = q, the scalar contribution to the line element becomes

ds? = az(—(l +2¢)dn? + 20, Bdndx®
+ (1 = 29)84p + 2049y — 38459°0.)E) dx“dxb) (4.101)

with ordinary partial derivatives d, on the spatially flat background (which differ from °D,
by a factor of @). Conformal-time derivatives will be denoted by primes.

A gauge transformation, given by the Lie derivative along a space-time vector field £/,
now gives rise to two scalar parameters £° and the gradient part £ such that £, = 9,&. Two
independent gauge transformations for scalar modes arise:

o If only & is non-zero, we change n to n + £°, thus dn? becomes, to first order in £°,
dn? + 2£%dn? + 29,£%dndx“
and a(n)? changes to a(n)>(1 + 2a’€°/a). From this, we read off the transformation formulas
¢H¢+€°’+%é°, v w—%s“, B B—£", Ew—E. (4102
e If only & is non-zero, 8,,dx“dx” changes to
Sapdx®dx® + 20,&'dndx® + 28,9,£dx"dx®
from which we read off
b= @, v, B+ B+¢&, E—FE+E. (4.103)

We deduce that B — E’ is invariant under &-transformations and changes to B — E’ — £°
under £°-transformations. Thus,

4 /

D=+ %(B _EY4+(B-E) and W=y — %(B —E) (4.104)

are gauge invariant.

When there is an additional field due to matter, it also changes under coordinate trans-
formations. This can be used to eliminate the two scalar perturbations B and E from the
expressions of gauge-invariant perturbations. A scalar field ¢ only changes under £° by
8¢ + %’'€° where 8¢ is the linear perturbation of the field around its homogeneous value
%. Thus,

S+ %'(B—E) (4.105)
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is gauge invariant. This allows us to eliminate B — E’ in (4.104) and obtain the perturbations

/

a
R = —34
1 lﬁ-i-ao(p,(ﬂ

1 say 1 (a % la |, 1 ,
Rz—cb—z(;) ’ﬁ—@(;—v)&P-I-E;W _T'go’&p (4.106)

as gauge invariant quantities independent of B and E. The so-called curvature perturbation
R will be used later in the context of inflationary structure formation.

4.4.2.2 Canonical treatment

It is instructive to derive the gauge-invariant perturbations from a canonical perspective,
done without reference to the space-time manifold or coordinates. One interesting issue
is how the gauge transformations for time-time and time-space components of the metric
arise. (A Hamiltonian formulation of cosmological perturbations has been provided by
Langlois (1994), but using some information about gauge-invariant variables known from
the covariant treatment.)

Scalar modes To start with, we have to specify the change of gauge by the form of lapse
and shift, which corresponds to the form of the initial metric in a covariant treatment. We
do so by introducing the gauge parameters

€? =8N = NE®, € =8N" =& = 9%,

according to (3.96), with a free background value °N, which would be °N = 1 for proper
time and °N = a for conformal time. (Since we are perturbing around FLRW models, there
is no background shift vector: °N¢ = 0.)

Since some of the metric perturbations are those of lapse and shift, we have to use the
general gauge generator (3.93) on the extended phase space introduced in Chapter 3.3.4.3:

G[e", é"] = C[e"] + p[€é" + (N, e)*]
with
(N, e)* = [ Exd>yN"(x)e* () Fli(x, y;2)

in terms of the structure functions Fv’f\ (x, y; z) of gravity.

We first look at the transformations of lapse and shift perturbations in N = °N(1 + ¢)
and N¢ = °N9“B, generated by the p[-]-part of the gauge generator G[e*, é*]. These
transformations depend only on the constraint algebra via the structure constants, but not
on the explicit form of the constraints. For the transformation of ¢ we need the 0-component
of (N, €)*, which is the contribution producing a Hamiltonian constraint in the constraint
algebra. Such a term can only come from the Poisson bracket of a Hamiltonian with a dif-
feomorphism constraint, for which the general hypersurface deformation algebra provides
(N, €)? = Ly’ — LN, Here, €* only has first-order terms while N¢ has a vanishing
background value and °N is spatially constant. There are thus no zeroth or first-order terms in
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(N, €)°, and it does not contribute to gauge transformations of linear perturbations. The only
linear gauge transformation of § N comes from é%in Gle*, éM): 8jev.e](BN) = ¢ = (VgD
By definition of ¢, this equals ONS[eo.(]qb = ON@E® + 01\'750/ 9N). (In conformal time, this
means that §po ¢ =& U4 g'g0 /a in agreement with the result (4.102) obtained from a
Lie derivative.) By analogy, we obtain the spatial part of (N, €)¢ from the Poisson brackets
of two diffeomorphism or two Hamiltonian constraints. From two diffeomorphism con-
straints we do not produce a non-zero linear result, while two Hamiltonian constraints give
us (N, €)* = — 0’ Nd,e® = — N3, Together with the term from é¢“ and the definition
of the metric perturbation B according to N = 'N3“B, we have 80 B = —£° + &
independently of the choice of background lapse.

Gauge transformations of perturbed dynamical fields are generated by the secondary
constraints, whose form now plays a larger role. For gauge transformations of linear
variables, we need gauge generators expanded to second order (counting also the order
of the Lagrange multipliers lapse and shift):

Se0.aX = (X, HP['NE®]} + (X, DP[9°¢€]} .

Poisson brackets of linear perturbations with second-order constraints will then produce
linear results. Since our multipliers °N&° and 3“£ used to generate gauge transformations
are already of first order, the phase-space expressions of the constraints need be expanded
only linearly. Following Bojowald et al. (2009b), we will do the explicit calculations in
canonical variables of Example 3.21 given by a densitized triad £ and extrinsic curvature
K, which is somewhat in between the ADM and Ashtekar-Barbero variables.

We thus perturb the densitized triad E¢ = °E¢ 4+ §E¢ with

OE¢ = p8¢,  SE! = —2pYst + p(3'A — 3“9,)E (4.107)

for scalar modes and with the background triad parameter | j| = a?. Similarly, K/ = k8! +
8K! with expressions for k and 8K in terms of time derivatives of the triad components
derived later from the equations of motion. For the constraints expanded to second order,
one may use the linear expression
. 1 ..

8T, = —€798,00.8ES (4.108)
for the spin connection (whose background value vanishes in the case of a spatially flat
model considered here), and we find the Hamiltonian constraint

d*x N <-4/€,/|ﬁ|5¢51{f— e 2 9 afaEC.) )
e VBl V1Pl !
(4.109)

Matter fields can be included similarly by expansions. The diffeomorphism constraint has
the second-order term

HP[SN] =

— 8/ 8EC
167G ORjt

1 s
DP[SN] = ﬁ/ d*x SN (po.(88K}) — p(aksKLY) — ksk(3.8EY)) . (4.110)
T =
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Gauge transformations of some variables will depend on k, which we express in terms
of a using the background constraints. Only the background Hamiltonian constraint is
non-vanishing, and its gravitational part, which is sufficient for now, reads

3V, ]
HON) = — =2 N IIR* @.111)

One of the equations of motion, 5 = {5, H{)\,[°N1} = 2N /[jlk, thus tells us that k =
7/(2°N/p]) (which in conformal time specializes to the conformal Hubble parameter
k=p'/2p=d/a=Hen)-

With the expanded constraints, the spatial part of the metric, encoded in the densitized
triad, transforms as

810 8 ES = 2k/|ple®8! + p(8f Ae — 3“;¢€) (4.112)

under gauge transformations. By comparing this with the general expansion (4.107) of the
densitized triad, we see

k a
S[EO’E]I/f = —ﬁeo = —550 s S[EO,G]E =€ = S . (4113)

To summarize, we have the gauge transformations (4.113) together with
ox

8 — g0y Vo S0 B=—£"+& 4.114

[0,P =& WE ; [e0.B=—§"+§ (4.114)

in an arbitrary background gauge specified by °N. The two gauge-invariant scalar combi-
nations are

on ) . a .
Ci=¢+ 5 (B-E)+(B-E) and Vi=y—-(B-E). (4.115)
a

Vector modes The only other gauge transformation is generated by the transverse part of
€“, acting on the vector mode. Among the non-dynamical fields, only the shift vector is
involved in vector modes, and since linear-order terms in (N, €)“ are all gradients but not
transverse, the vector mode in SN =: §¢ receives gauge transformations only from the
€9-part in (3.93): 8g )59 = €79,

The spatial part of the metric contains a vector mode via u! in kyp of (4.90). Defining

u} =: a®F,, it produces a linearly perturbed densitized triad

Ef = pof — 3u] = p(8! — 0;F“).

Computing the corresponding metric (noting that the determinant of the perturbed metric
does not have linear terms thanks to the transversality of F¢), we indeed produce the correct
form h,, = a2(8ab + 0, Fp + 0, F,).

For gauge transformations of the spatial-metric perturbations, we again use the second-
order constraints. The Hamiltonian constraint (4.109) does not contribute to gauge trans-
formations of § E¢, since only the non-transverse momentum 8¢8 K* appears in it. From the
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Ta
9

diffeomorphism constraint, we generate §jg cra|(8E{) = —po;e’ “, or

6[0‘6“]}70 — 6Ta , 8[0,6“]Sa — éTa ) (4116)

The gauge-invariant combination of vector modes is o := §¢ — F“.

4.4.3 Gauge-invariant equations of motion

Covariantly, cosmological perturbation equations are obtained by linearizing the Einstein
and stress-energy tensors around an FLRW solution. Although the equations are over-
determined, they are fully consistent and can be expressed purely in terms of the gauge-
invariant perturbations. Canonically, all the required equations follow from the constraints,
and consistency as well as gauge independence is ensured by the first-class nature of
the constraints: first-class constraint equations C; = 0 are automatically preserved by the
evolution equations they generate, C; = {C;, >, N'C,;} ~ 0inachoice of frame specified
by the multipliers N’. One can demonstrate these aspects by examples for the canonical
perturbation equations of general relativity.

As before, we need the constraints expanded to second order to generate equations of
motion for linear modes. However, unlike in the case of gauge transformations, the multi-
pliers inserted in the constraints now have zeroth-order terms when we generate evolution:
the background frame is specified by a non-vanishing lapse °N (while the background shift
still vanishes for perturbations around an isotropic model). We can use the second-order
diffeomorphism constraint as obtained before, but the second-order Hamiltonian constraint
acquires new terms quadratic in $E¢ and § K/, and multiplied with °N. We will not present
this more lengthy constraint here and end the discussion of equations of motion with two
examples.

Example 4.18 (Diffeomorphism constraint)
The second-order diffeomorphism constraint implies a linear equation by variation with
respect to SN°. Including the matter part for a scalar field ¢, which is |. . dBx8Np,0.80,
the equation for linear metric perturbations is

P (3:(8K.88) — (BKY)) — ka8 EY8f + 87 G Opyd.6¢ = 0.

From the equation of motion for § E¢ we obtain an equation expressing §K . in terms of the
metric perturbations and their time derivatives. Using the Bardeen variables, this is

8Ky = =8, (W'+Heont (¥ + @) =8, Heoni(B — EN+3,9" (Heont E—(B — E)).
Inserting this expression in the diffeomorphism constraint results in
e (V' + Heont® — 471G %'8¢%") =0, 4.117)

producing Eq. (2.40).
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In a similar way, the Hamiltonian constraint equation and the evolution equations can be
expressed solely in terms of gauge-invariant quantities, owing to the first-class nature of
the constraints.

Example 4.19 (Tensor mode)
For tensor modes, we perturb the densitized triad as

1
Ef=p ((Sl“ — Ehf‘) (4.118)
with the tracelessness condition 828Ef‘ = 0 as well as transversality. Computing the spatial
metric, this can easily be seen to result in a metric perturbation thT = Si(bhz). If we
combine SE? = —%(ﬁhi“ + ﬁhf) with the canonical equation of motion for E?, we obtain
(h1Y' + 2Heont(hl) — °D*hi = 0 in conformal time.

For some purposes in modern cosmology, higher-order perturbations starting with the
second order must be used. Techniques to organize these calculations have been developed,
e.g., by Malik and Wands (2004) and Brizuela et al. (2007). Gauge-invariant quantities
defined at all orders (and even frame-independent) have been introduced by Ellis and Bruni
(1989); Bruni et al. (1992) and used by Langlois and Vernizzi (2005). One of the results is
a general statement about the evolution of large-scale modes, which we will discuss using
canonical methods in the next section.

4.4.4 Basics of inflationary structure formation

According to the inflationary scenario, all the large-scale structures one sees in the universe,
such as anisotropies of the cosmic microwave radiation or the galaxy distribution, can be
phenomenologically described as arising from vacuum fluctuations of a single scalar field
@, blown out of proportion by an early accelerating phase of the universe.

During inflation, we have a > O for a universe nearly isotropic on large scales. The
Hubble radius 1/a’H = 1/a is decreasing, and if one waits for a sufficiently long time, any
inhomogeneity mode (of metric perturbations or the scalar field) of wave number k will at
some point “exit the Hubble radius”, i.e. the Hubble radius will become less than the mode’s
wavelength. As we will see in detail, the dynamical behavior of modes outside the Hubble
radius is quite special and, when put into the right form, follows simple evolution equations
governed by conservation laws. Irrespective of the precise expansion of the background,
which very early on in the universe would depend on largely unknown equations of state
of exotic matter forms, large-scale modes can easily be followed from the very early time
when they leave the Hubble radius to a much later time, long after inflation has ended, when
the decelerated radiation or matter-dominated expansion has grown the Hubble radius back
to a size larger than the wavelength of the mode considered. We are thus able to bridge a
long time-span from suitable initial conditions at the onset of inflation all the way to the
seeds of structure in a universe filled with ordinary matter or radiation.
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4.4.4.1 Conservation of power on large scales

Linear perturbations are sufficient to discuss most of these basic aspects quantitatively. But
the behavior of modes outside the Hubble radius can be seen in a more general, non-linear
way using the so-called separate-universe approach of Salopek and Bond (1990); Wands
et al. (2000) and Bertschinger (2006). Here, one employs the full canonical equations for
the spatial metric and extrinsic curvature, but drops all second-order spatial derivatives
(which are subdominant for modes of long wavelength compared to time derivatives or
factors of a’H), and sets N = 0. Although non-linear inhomogeneities are present, the
resulting equations will look much like those of an isotropic universe.

Equations of motion First, in a way very similar to the BSSN scheme in Chapter 3.4.2.3, we
split the extrinsic-curvature tensor K, into its trace part, the expansion 8 := h*’K ., which
can be used as a measure for the local Hubble parameter H = 6/3, and the trace-free shear
term oqp := K, — $0hap. A conformal decomposition /g, =: h'/*ha, with b := dethgy
then results in

I S Y
2Nh ot 2N ot
computed using (3.40) to arrive at 6, then using (3.51) with a vanishing shift vector.

Dropping all terms containing second-order spatial derivatives as well as those containing
the shift vector results in simplified constraints

(4.119)

2
a0’ — 592 +167Gpg =0 (4.120)

b 2 E
—Dyo?! +§Da9—8nGJu =0 (4.121)

from (3.63) and (3.64) using p,, = (167 G) "Whiow — §9hab). Matter terms provide the
energy density pg = N 2Ty (Eq. (3.171) with N® = 0) and the energy current JF =
—N~'Tp,. Equations of motion for K,;, from (3.80) are

1 96 1

— = —-0>— 0,40 —47GN 3P 4.122
N 3 3 OahO TGN (pg + 3Pg) ( )
1 BU; a Qa

N —bo, — 8w GSg, (4.123)

where Pg = %h“" Skap 18 pressure and the trace-free Stab = Skar — Pehap anisotropic stress.
(See also Exercise 4.2.)
In the absence of anisotropic stress, the shear, combining (4.119) and (4.123), must
satisfy the equation
doy _ oy Oh

at 2h ot

which implies that of = (h/ho)~'/*(00)¢ in terms of an initial shear (09)? decays as the
universe expands. Terms containing o, can thus be dropped, simplifying the equations
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further. We are left with the Hamiltonian constraint %92 = 87 Gpg, the diffeomorphism
constraint

D0 = 121 GJF (4.124)
and the evolution equation
L 9 4w G(pg + Pg) (4.125)
—_—— = 47 .
3N o1 peT e

from (4.122), using the Hamiltonian constraint. The first one of these equations is equivalent
to the Friedmann equation of an isotropic, spatially flat universe with Hubble parameter
H= %9, and the third one amounts to the Raychaudhuri equation. At this stage, large-scale
modes of inhomogeneities are seen to follow the FLRW dynamics. Different spatial regions
follow this dynamics independently, except that initial conditions must obey the constraint
equation (4.124).

Consistency We have obtained a simplified system of equations by assuming spatial deriva-
tives to be small. As zeroth-order quantities in this kind of derivative expansion, we have
6, N and the matter parameters pg and Pg. Of first order are the energy current JE (which
for matter fields depends on spatial derivatives of the field) and explicit spatial derivatives
such as 9,6. Although we have started with a consistent set of constraint and evolution
equations, consistency after the truncation at first-derivative order is not automatically guar-
anteed, but it can be demonstrated explicitly in this case based on the conservation equation
of matter.

The Hamiltonian constraint together with the evolution equation, although now formu-
lated for spatially varying fields 6, pg and Pg, just provides us with the system of equations
realized in isotropic cosmology, which is known to be consistent. The crucial new equation
in the separate-universe approximation is the diffeomorphism constraint (4.124), restricting
the spatial dependence of the fields. Taking a time derivative of (4.124) and a spatial deriva-
tive of (4.125) produces two equations for 9, 9,6 which must agree for consistency. From the
matter terms, this requires a relationship between the time derivative of the energy current
and spatial derivatives of energy density and pressure as it is provided by stress-energy
conservation.

Example 4.20 (Consistency)

We compute the conservation equation0 = V, T, = 9, Ty + Tl T, — T}, T} foraspatial
index a, assuming a vanishing shift vector and vanishing anisotropic stress Sgqp. Stress-
energy components can then be identified as TO0 = g%y = —pp, T? = g"Ty, = N~1JE
and T = g*°T., = S§, = Peh?.
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Partial derivatives of T in the conservation equation then are 9, T, = N~'8,JE +
9, Pg — NN72 JE. The Christoffel terms, making use of the vanishing shift, are

F;:VT(IU = E (gooafg()o + h/h) Tao + z (gooabgoo + b_> Tab

h
N ¢ e (3N = ,h
= ada TOI+ T P

NZ a a h
v ! ! 1 b 19,
Ty = 58080y — 58" 0180 T¢ + 58" OigacTy + 5714
0N  10,h
= 2.

In the last step, two terms have cancelled thanks to g**T® = T% = g*T? = gOOTb when
the shift vector vanishes.

Combining all the terms results in o; JaE =—N6o JaE — N9, Pg — (pg + Pg)o, N as part of
the conservation equation of the stress-energy tensor. With this equation (4.124) is preserved
by the equation of motion (4.125): from the Friedmann equation and (4.124), we first obtain
%98,19 =87 Ga,pg = 87 GGJQE, and thus 9, pg = Jf‘@. Then, the time derivative 9,C, =
0,0,0 — 127 Gd,JE = — 127 G(3,(N(pg + Pg)) + 9,JE) of the diffeomorphism constraint
C, = 3,0 — 121 G JE automatically vanishes; the large-scale approximation is consistent.

For a specific form of matter, consistency of the equations implies a conservation law
for a certain combination of metric components and matter fields. We derive this for
matter provided by a scalar ¢, such that 8, H = —47 GI19,¢ and 8, H = —4x GNTI? with
IT := ¢/N (which is not the scalar momentum, since it lacks a factor of @?). The Friedmann
equation will not be used for the present argument. Taking a time derivative of the constraint
equation and a spatial derivative of the evolution equation, we have

30, H = =471 G(I10,4¢ + T10,¢)
= 0,0,H = —87GNTI3,I1 — 4n GTI*9,N = —8w GI19,¢ + 4w GT1*9,N

and thus I1d,¢ = Haaw + 129, N. If we now take a time derivative of the curvature
perturbation

1o,h M
R, =~ 2o, 4.126
6 n m¥ (4.126)

with the local Hubble parameter H = ék /Nh, we have

H HIT H

— 0, —— 0,0 — ——03,0 =0 4.127
“Nn T m %’ T yn % (4-127)
and R, is conserved on a large scale. (Note that 8a(h /h) = 0,(d,h/h).) For linear pertur-
bations, R, = 9,R; in terms of the curvature perturbation defined earlier, Eq. (4.106).

1
_3r

a
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4.4.4.2 Initial conditions

The curvature perturbation that becomes conserved on super-Hubble scales obeys a simple
evolution equation in a space-time gauge in which linear metric perturbations vanish. For
its behavior, the Klein—-Gordon equation controlling §¢ is sufficient. If we are able to
pose reasonable initial conditions in the asymptotic past, the values obtained at Hubble
exit can then be computed by integrating the evolution. According to the inflationary
scenario, a suitable asymptotic initial condition is given by quantum fluctuations in the
vacuum state, as developed by Lyth (1985) and Guth and Pi (1985) as well as, with special
emphasis on the classical-quantum transition, by Polarski and Starobinsky (1996); Kiefer
et al. (1998). Reviews are available from Lidsey et al. (1997), Bassett et al. (2006) and
Baumann (2007).

Before a Fourier-mode S¢; of wave number k leaves the Hubble radius, i.e. before k
becomes smaller than a’H, it follows inflationary dynamics. In this potential-dominated
regime of the scalar one assumes that the potential is flat enough for the kinetic energy of
the background scalar to remain small. Derivatives of the potential must be small, which
can systematically be formulated in the slow-roll approximation, an expansion in terms of
normalized derivatives of the potential.

Evolution of Fourier modes For the Fourier modes 8¢y, this means that we can ignore the
potential term d?V /dgp?8¢; compared to the others in the Klein—-Gordon equation. Before
a mode leaves the Hubble radius, its dynamics is thus determined by

8¢ + 2HSp), + k*gr =0
or, removing the first-order term by substituting v := adgy,
v + (k> —d"Jayy, =0. (4.128)

For near-de Sitter expansion, a” /a = 2/n? in terms of conformal time 7 (see Example 2.1),
which makes the equation solvable:

v(n) = Ae (1 —i/kn) + Be'*"(1 +i/kn) (4.129)

with two constants A and B determined via the initial values.

Equation (4.128), derived independently by Mukhanov and Sasaki, has the form of
a single harmonic-oscillator equation for each mode, with a time-dependent frequency
Vk? —2/n%. In the asymptotic past, the time dependence vanishes and the frequency is
just the wave number k. With this observation, we can perform a heuristic quantization
that provides initial values for v; as they would be realized by a single harmonic oscillator
starting its evolution in the ground state. Expectation values of position, representing vy
here, and momentum vanish in the ground state, not giving rise to non-trivial evolution.
But fluctuations cannot vanish, and so one may take the quantum fluctuation Av; as a
reasonable measure for the initial size of the perturbation.
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Quantum fluctuations The correct size of quantum fluctuations can only be computed
from an action or Hamiltonian, since a classical equation of motion, even if it could be
quantized sidestepping actions or Hamiltonians, does not provide a normalization for the
vr. An analysis of the canonical structure underlying the equation of motion provides a
unique normalization of quantum fluctuations, provided that the state the modes are in is
specified.

We have obtained the equation of motion for v; in a space-time gauge with vanishing
metric perturbations; thus, only the scalar field is inhomogeneous. With an isotropic metric
background, the action Syearar[@] = —% [ d*x/=det gg""(3,¢)(d,9) (in the absence of a
potential) reduces to 1 [ dn ((a¢")* — 8**(3,9)(8,)) in conformal time 5. Using v = ap
as before, we can write this action as

1

5 / dn ((V')> — 2Heont 0’ + HEv* — h*(3,0)(3p))

Integrating by parts in the second term allows us to identify [ dnHeensvv' =
—% [ dnH, v? such that the Lagrangian density becomes

conf

1 1a” 1
L=30)+ E%vz — Sh™ @) (00)

and the Hamiltonian for conformal-time evolution is
1 1
H = E[d% <p§ 42y h“b(a,,v)(abv)) )
a

Also, here, we recognize the time-dependent frequency for the modes of v. Moreover, the
canonical form allows us to quantize the modes individually and determine their fluctuations
in a ground state. According to properties of the harmonic-oscillator ground state, with
values of m = 1 for the mass and frequency w = k at n — —oo by the analogy used
here, Av; = /fi/2k. The usual time dependence e~/ of the asymptotic quantum state is
then e~"%" associated with the parameter A in the general solution (4.129). We have an
asymptotic vacuum state if we choose B = 0 and A = /fi/2k.

Transforming back to ¢-perturbations, we obtain values of all the modes §¢; = vi/a
at later times, in particular at the time when a mode leaves the Hubble radius. From then
on, its value will be frozen owing to the conservation of curvature perturbations, until it
re-enters the Hubble radius long after inflation has ended. Values of the modes at Hubble
exit thus provide the primordial spectrum of perturbations used for subsequent evolution.
The distribution is usually expressed in terms of the power spectrum

k3 2 K3 2
PSW(k) = m |8§0k|Hubble exit — ﬁlvk/‘”k:a?-( . (4130)

From (4.129) with B =0, we see that k°lu/al®>=a"*k3A%(1+ (kn)7?) =
1ha=2k* (1 + a®H?/k?) from the de Sitter relationship 1/7 = —a™H seen in Example 2.1.
At horizon exit of the mode k, implying that k = a’H, we have Pj,(k) o< H? which is
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nearly independent of k as long as H is almost constant, as assumed for the near-de Sitter
derivation. The power spectrum is thus nearly scale-free.

Exercises

4.1 Consider a Lie algebra with generators X; and structure constants C/}, such that
[X;, Xkl =C 5 x X 1. Prove that the Jacobi identity

[ X7, [ Xy, Xl + [ Xk, [ X7, X511+ [Xy, [ Xk, X/]1=0

implies that C[L,JC,A;I]L =0.
For structure constants

1 IN 1 1
CJK IGNJKI’Z( )+8Kaj —51611(,

rewrite the Jacobi identity as n//a; = 0.

4.2 Let n“ be the unit timelike normal to a family of homogeneous spatial slices with
spatial tangent spaces spanned by three linearly independent Killing vector fields &;'.

(i) Define the tensor K,;, := V,n; and show that all its non-spatial components van-
ish, i.e. nn’ Ky, = n“6€° K, = n?&¢ K, = 0. It thus agrees with the extrinsic-
curvature tensor of the homogeneous spatial slices and is symmetric.

(i) Decompose K, into its trace-free part o, (the shear tensor) and its trace 6

(expansion):
1
Kup = oup + gehab .
Show that
H = 16— ! d1 deth
T3 T eNar 2

which agrees with the Hubble parameter if the spatial metric &, is isotropic.
Time derivatives are taken with respect to a time-evolution vector field #* = Nn¢,
i.e. we choose a vanishing shift vector (or one given by a Killing vector field) to
preserve spatial homogeneity.

(iii)) Express the momentum p‘”’ of h,p, in terms of o,;, and 6 and show that

0 =—-87G

d < P abhab )
dr \Vdeth /)
(iv) Use the canonical equations of motion, in the presence of a matter Hamiltonian
Hatter, to derive
H 1 4nG
—=-H = —-0%0yp — — 3Pp). E4.1
¥ 30" oa 3 (oE + 3Pg) (E4.1)

Verify also that for 4. = a’8,. the average pressure agrees with the pressure
(2.27) defined for an isotropic metric.
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4.3 Generalize the isotropic singularity theorem (Chapter 2.4) to anisotropic models by

using equation (E4.1) to show, assuming the strong energy condition to be satisfied,

that  must diverge after some finite amount of proper time if H < 0 initially. The

average scale a := (det/)!/® then becomes zero. Use the continuity equation p =

—3H(p + P), which still holds in this form in the anisotropic case, to show that p must

diverge after a finite amount of proper time if the strong energy condition holds.
[Hint: show that d(pa?)/dt is positive under the above assumptions. ]

44 ()

(ii)

45 ()
(ii)

(iii)

(iv)

)

Find the minimum of the curvature potential for the Bianchi IX model and show
that it is obtained for isotropic metrics.
Verify that the spatial Ricci scalar of the Bianchi IX model for an isotropic metric
hyy = hé;; agrees with the result ® R = 642 obtained from the direct isotropic
calculation (Exercise 2.2 in Chapter 2).

In polar coordinates (¥, ¢) and with 0 < p < 2w, explicit invariant 1-forms
for a Bianchi IX model are

' = 2sin® cos @dp + [sin2p cos ¥ cos ¢ — (cos2p — 1) sin¢]dd
4+ [—sin2psing — (cos2p — 1) cos ¥ cos ¢] sin ¥dg

w? = 2sin ¥ sin @dp + [sin2p cos ¥ sing + (cos2p — 1) cos ¢]dd
+ [sin2p cos ¢ — (cos2p — 1) cos ¥ sin ¢] sin ¥de

w’ = 2cos¥dp — sin2p sin ¥d® + (cos2p — 1) sin® ¥dg

(see Exercise 4.7 below). Use this to compute the isotropic metric ds? =
Y, olwldxdx® and relate & to the scale factor a.

Determine all non-vanishing structure constants for the Bianchi type V model.
Compute the spatial Ricci scalar for a diagonal type V metric which is isotropic,
h;; = hé;y, using the general expression for @R in terms of arbitrary structure
constants.

Assume that the momentum is also isotropic, p’/ = P§!/, and relate the momen-
tum py of h to P. (The momentum of 4 can be read off from h”p” = fzph
using the fact that h;; and p’” are conjugate.)

Specialize the homogeneous Hamiltonian constraint to isotropic type V models
and verify that it coincides with the Hamiltonian constraint for an isotropic
model of negative spatial curvature (k = —1).

Show that all boundary terms arising in the derivation of equations of motion
for the Bianchi type V model vanish when the metric is specialized to isotropic
form. The isotropic reduction of the type V model (which is of class B) therefore
does have a valid Hamiltonian formulation corresponding to that of the isotropic
model of negative spatial curvature.

4.6 Show that the volume of any diagonal Bianchi class A model decreases monotonically
if it is decreasing initially.
[Hint: derive and use i (pge>*) > 0.]
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4.7

4.8

4.9

4.10

4.11

4.12

4.13

4.14

4.15

Model systems and perturbations

Derive the left-invariant 1-forms quoted in Exercise 4.4 from the Maurer—
Cartan form (Opc), = 0! Ty = s~1(ds),. Parameterize group elements s € SO(3) by
Euler angles: s(p, ¥, ¢) = R3(p)R1(¥)R3 (p) with rotation matrices R3 and R around
the z- and x-axes, respectively.

Show that the invariant connection A, on S/F = SO(3)/U(1) can be gauged to be
of the form (4.55). To do so, use the embedding ¢: S/F — § described by p = ¢/2
in terms of Euler angles and the Maurer—Cartan form from the preceding exercise. In
order to change the gauge to the form (4.55), show and make use of

1

grig = —singn,T; + cos pn,T;

gmg ! = cos on,Ti + singnyT;
-1 i

8§38 =mT

with ¢ := exp(¢¥ni,7;) € SU(2) and the unit vectors n', n}y and n!, along polar-
coordinate lines.

Show that the action of the Euclidean group on R? defined in Example 4.8 is indeed
a group action.

Verify that inverse elements in the Euclidean group are given as in Example 4.13.
Show that a spherically symmetric densitized triad (4.56) is equivalent to a spherically
symmetric spatial metric (4.59), and relate E* and E¥ to L and S.

Compute the gauge transformations generated by the spherically symmetric diffeo-
morphism constraint (4.66), compare with Lie derivatives along a 1-dimensional
vector field with component N*, and conclude that pg and L are densities, while S
and p; are scalar.

Show that a 1-form on a 1-dimensional space transforms like a scalar density under
orientation-preserving coordinate changes.

Compute the reduced diffeomorphism constraint in spherically symmetric

Ashtekar—Barbero variables and determine the density weights of all U(1)-gauge
invariant components Ay, A,, E* and E¥.
Solve the canonical equations for a spherically symmetric metric such that spatial
slices are flat (ds?> = dr? + r?(d®? + sin? #d¢?) on slices 7 = const) and the lapse
function is N(7T,r) = 1. (This choice of gauge results in the Painlevé—Gullstrand
space-time.)

Show that this agrees with the Schwarzschild form in coordinates (¢, r, 99, ¢) where
T(t,r)=1t+ f(r), and use this to relate integration constants to the mass.

Show that the bivector (4.74) appearing in the action of 2-dimensional dilaton gravity
defines a Poisson tensor.

[Hint: the vector %e,- jkPk’ might be useful for compactness of the calculations.]
Show that the action (4.75) is left invariant by the transformations (4.78) if and only
if P is a Poisson tensor.
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4.16 Compute Lg % and /.Zg&p for a scalar field (x) = % + 8¢(x) and compare with
gauge transformations generated by the diffeomorphism constraint.
Repeat for a scalar density p(x) = % + 8p(x).
4.17 Compute the canonical form of gauge transformations for a scalar field ¢, as well as
the background and linear equations of motion in conformal time.
4.18 Show that the linear perturbation equations (2.39)—(2.42) together with the linear
Klein—Gordon equation (2.43) form a consistent set.



5
Global and asymptotic properties

Hyperbolicity, as verified for general relativity in Chapter 3.4.2, guarantees the existence
of local solutions in terms of initial data, but not the existence of global ones at all times.
When evolving for long time intervals, singularities can develop in the solution and prevent
it from being extendable further. We have already seen examples in homogeneous solutions
of Bianchi models and the simpler isotropic solutions of FLRW models. In these cases,
for matter satisfying the strong energy condition, there were always reasonable initial
values which led to solutions with a diverging Hubble parameter and expansion rate at
some time in the future or the past. The Hubble parameter corresponds to the expansion
of the family of timelike geodesics followed by comoving Eulerian observers, a concept
which presents a useful perspective in the context of singularities. When this expansion
parameter diverges, the geodesic family no longer defines a smooth submanifold of space-
time but develops a caustic or focal point where, in a homogeneous geometry, all geodesics
intersect. For every spatial point on a non-singular slice, there is exactly one such geodesic
intersecting it; when all these geodesics simultaneously intersect at the singular slice, it
means that the whole space collapses into a single point after a finite amount of proper
time. At this time, the initial value problem breaks down and space-time cannot be extended
further.

In general inhomogeneous space-times, similar conclusions about geodesics can be
derived. However, the route from a caustic of geodesic families, which could simply
be a harmless focusing event of matter or radiation without major implications for the
surrounding space-time, to a space-time singularity is not as direct. In this chapter we
will start with a general discussion of timelike geodesic congruences and then proceed
to the extra input required for singularity theorems that can be derived from geodesic
properties. A complete understanding of the structure of singularities, as of space-time
itself, requires global and asymptotic aspects, which make up the second part of this chapter.
Concrete models for the formation of singularities by matter collapse will be discussed in
the context of black holes. Several notions introduced in this chapter have a relation to
the constructions made for canonical gravity; the general viewpoint here will be wider,
however.

184
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5.1 Geodesic congruences

A geodesic congruence is a family of geodesics, defining a surface in space-time which can
be 2-, 3- or 4-dimensional depending on whether the geodesics are emanating transversally
from a curve, a 2-dimensional surface or a spatial region as the cross-section with a spatial
slice. The entire surface defined by the family may be mathematically singular, i.e. have
self-intersections. At any point of each geodesic the tangent vector is defined as usual,
extended to a tangent vector field £ on the surface defined by the congruence. If the
tangent vector field is everywhere timelike, which we then normalize to £, = —1, we
have a timelike geodesic congruence. The null case with £“£, = 0 is also of interest.

5.1.1 Timelike geodesic congruences

On the geodesic congruence, we define the tensor field B, := V,&, such that £€“B,;, =
0 = & B,;, using the normalization condition and the geodesic property of the tangent
vector field. If £¢ were the unit normal vector field to a spatial surface, B,, would be
its extrinsic-curvature tensor (3.49). In general, however, the tangent vector field £ of a
timelike geodesic congruence may not be hypersurface orthogonal, i.e. there may be no
slicing into spatial surfaces such that £¢ is normal to the slices at each cross-section with the
congruence. Thus, unlike in the case of extrinsic curvature the Frobenius theorem used in
Chapter 3.2.2.2 to show the symmetry of K, is not applicable and we may have a non-zero
antisymmetric part By, =: wgp, called the rotation of the geodesic congruence.

For further decomposition of B,;, we introduce the symmetric tensor /., = gap + £.8p
(which would be the induced spatial metric if £ were hypersurface orthogonal to a
family of spatial slices). The symmetric part of B,, can then be decomposed into its
trace, the expansion 6 := B%p,, = B® gab, and its symmetric trace-free part, the shear
Oab = Bap)y — %Ohab. Thus, the whole field

1
By = §9hab + Oup + Wap S.D

is uniquely decomposed into a scalar, a symmetric and an antisymmetric tensor.
The tensor B, changes along the geodesic family in a characteristic way. Its rate of
change obeys the general equation

EVeBap = EVe Vs = Vip(EVeba) — (VoENVeka) + Rena"E°Ea
= —BBac + Repa'§ €. (5.2)
Taking the trace, we obtain the rate of change of expansion, which satisfies the Raychaudhuri
equation
d 1
—0 =§Veh = —26" — 0,40 + 0™ — Rua€°E’ (5.3)
dr 3
where t is proper time along the geodesics. For the timelike geodesic congruence of co-
moving observers in an isotropic space-time, or for the evolution of large-scale modes in
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the separate-universe approach, this is the Raychaudhuri Eq. (2.22) for the Hubble rate
H = 30.

If the geodesic congruence is hypersurface orthogonal, i.e. w,, = 0, and the strong energy
condition is satisfied, i.e. R,,9€” > 0, having an initially negative expansion 6 = 6y < 0
at one time 7y implies that 6 diverges after a finite amount of proper time bounded by
T < 3/|6p|. This follows in exactly the same way as the isotropic singularity theorem for
the Hubble rate of an isotropic universe. However, the diverging expansion of a geodesic
congruence does not immediately imply a space-time singularity as it did in Chapter 2.4. It
merely means that all geodesics in the congruence converge to a single point, but space-time
could remain regular. (For a homogeneous space-time we used the unit-normal congruence.
If it converges, this implies a singularity because space then collapses to a single point.)

5.1.1.1 Maximization of proper time

In order to use the focusing of geodesics for conclusions about space-time singularities,
the focal point must somehow be related to an emerging boundary of space-time, or some
other cataclysmic event. The main tool is to demonstrate that, under additional conditions,
geodesics cannot be extended further beyond the focal point of their congruence. If this
is the case, test masses which follow geodesics in the congruence can serve as probes to
test space-time only for a limited range beyond which no space-time to be probed can
exist. Space-time itself must develop a boundary when there are geodesics that stop at a
certain point and cannot be extended further. If this is an insurmountable boundary reached
in a finite amount of proper time by test particles or observers, it presents a space-time
singularity.

To analyze extendability, it is useful to consider timelike curves of maximum arc-length
(or proper time) from a given initial surface X to a point p. Such curves tell us how far we
can at best go in space-time. To identify curves of maximal length, we take a 1-parameter
family of curves all emanating from ¥ and intersecting in p as in Fig. 5.1. This provides a
congruence of timelike curves y, (¢) labelled by o € R such that y,(0) € ¥ and y,(1) = p
for all 0. By a variational principle, we now determine which conditions a curve of maximal
length must satisfy.

Along the family of curves, we define the tangent vector fields

a .__ 8 ¢ d a .__ 8 ¢ 54
4= (E) and 7" := (8_0) 54

such that n“|,— is tangent to ¥ and n“|,—; = 0. Moreover, because these are coordinate
vector fields, we have [£, n]* = 0. (At this point we do not require normalization, which
might not be compatible with commutation of the vector fields.)

First variation Each curve in the family has a length ¢(c) = fol  —&,£9dt, and we have
to find the curve labeled by o such that £(oy) is maximal. At this value of ¢ in the family,
the first variation must vanish and the second variation be negative. For the first variation
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p

z

Fig. 5.1 Curves emanating from a spacelike surface ¥ and meeting in a point p. By variation over
the congruence of curves, the curve of maximum proper time can be determined.

by o, using /90 = n*V,, we have

LI e T / £a8"Von" |

o Jo \/——asc —asc
Ean £,
= VvV, ——d V,—2 _d
/E b F— = t+ 5} b 5 t

_ _[_&an }' g, ba
[J——scec 0+/ 1 et

a 1
- —S_z = +/0 n“sbvb—_éfg_ o (5.5)
vV c =0 c

where we used (5.4) and the fact that £V, is a total ¢-derivative along the integration done
here. The boundary term at r = 1 vanishes, since n“ = 0 there.

If a curve from X to p extremizes length, the variation of £ must vanish for all families
of curves, i.e. for all vector fields n* by which it can be deformed to neighboring curves in
the family. Since n“ can be considered an arbitrary vector field tangent to the congruence,
the boundary term as well as the integrand in (5.5), taken at all times, must vanish. The
boundary term requires that &,1n?|;—¢9 = 0, and the curve must emanate normally from X;
the vanishing integral requires £°V,(£§//—&.£°) = 0 along the extremizing curve. The
acceleration of the unit tangent vector thus vanishes, exactly the condition for a geodesic.
Extremal length is obtained for a geodesic normal to X.

Second variation To find out whether the extremum is a maximum or a minimum, we
compute the second variation of ¢ around the extremizing curve, now known to be a
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geodesic normal to ¥. Starting from (5.5), the second variation is

d?¢ b uh &, o Sal”

12 /O NV, <n §°V, —Eﬁ") dr + n°V, =T »
Note that it is meaningful to take the derivative of the boundary term along 1 because n°
is tangentto X att = 0.

We will discuss the integral term /(n) and the boundary term B(n) separately. (The
integral 1(n) is not zero in general because £°V,, JEET is required to vanish at one o only,
corresponding to the extremizing geodesic; its o -derivative may be non-vanishing.)

For the integral term we have, using that y,, is the extremizing geodesic and that
(5, n* =0,

=:1(m)+ B(n).

1
&4
I()o=o, = “n(V.E)V dr + NEPV V) ———dr
(m| /Onn(é)b\/; nné b_%_dsd
1 1
&
= | V)V dt+ n“n"%‘ VpVe——=—
/0 ’ﬂ/ Ve g
1
&
+ c..a th ad dt
/0 n°n“E” Rep, W

! f ! b d gd
= [ » V,—2)d N Ropa d
[ e ("”—&sd)”fo"” SV

_ /l na%_cv‘ Eh 5 v - + éas éd _oas 5y nd
0 WAy (—E£)p2 "

. €a
4 cabRcad )d
0" Rep, =)

=f1n“ £V, LW(n + &4m* i )
0 ‘ —%dfd ¢ _";:e‘ge

&4 )
Repa d
pa M°E? = t

: : gb : &a
= Laleev, —=—Vynt 4 Ropa“ntes? dr 5.6
/0 n <§ Y b1 b 3 —&S‘") (5.6)

having in the final steps again used the fact that £¢ at the extremum is the tangent vector to
a geodesic. We also defined the component
1 déd

Mg =Na — Seé‘fé

of n, orthogonal to £¢.
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For the boundary term we have, using £, = 0 att = 0,

: §an“
B(n)|0':00 = ncvc—
V _ébsh =0
&, En®
- 2= CVC a + _o«er
Wyl e A
+ rl—ancvcéa
V=" =0
& : &¢
= ——=nVen!|  +n'—=Vena
\% _Ebéb =0 _ébsh =0
Eﬂ le la la SC 1
= ———n" "V +7 Ven,
V&g’ -0 V&g’ 10
le. la %- la EC

+n 7 Lnul
=0 vV —Ep§

d
— _Kabnianih‘[:() + nlaanj i
t=

with the extrinsic curvature K, defined as in (3.49), of X as the surface at ¢t = 0, whose
unit normal is &, /v/—£&,£%. Thus, n** projects V.(£,/+/ —£»£?) tangentially to .

So far, we have assumed the curves to be differentiable. If there are finitely many kinks
at points p; where y, (#;) is not differentiable and derivatives are discontinuous, we split the
whole ¢-integration into a sum of integrals over smooth parts of curves. In particular, we
will use the case of a kink in n* while assuming that £ remains smooth. Boundary terms
of ¢-integrals from kink to kink then contribute via the second term in (5.7) the terms

b
A (nl“ \/_i%_é bnj) (5.8)

t=0

5.7

where we defined
Aif = Sli_ff(l)(f(fi +e)— flti —€)

for a function f. Thus, combining (5.6), (5.7) and (5.8) the second variation of arc length
around the extremum given by a geodesic is

dZZ 1 d2 b
.2 (77) = / drnLa ( 2’7a + Rcbad e %- Ede)
do extremum 0 dr —&.8
d
+ i —nr| = Kantnt?| _
dr 0 t=0

P (regnt) 59



190 Global and asymptotic properties

z

z

Fig. 5.2 Positive space-time curvature in the bulk or negative extrinsic curvature of the initial surface
lead to focusing of geodesics which can result in focal points.

Maximization If we are allowed to ignore curvature and the boundary terms in (5.9), we
have

d*e ! d?
— (n)=/ den™—n;
do? extremum 0 dr?
1d,, rd \(d |,
__1! I - < = dr. (5.10
2dr("”)t:0 /O(dr"“ o7 )4 GO

After integrating by parts, the boundary term at + = 1 vanishes, since n* = 0 at p. The
boundary term at + = 0 may be non-vanishing, but when it is small, the second variation
cannot be positive: dn- /dt is normal to a timelike vector field (§9dn-/dt = d(§9nt)/dT =
0) and thus spacelike. We conclude that smooth timelike geodesics maximize arc-length in
regions where curvature contributions can be ignored.

This presents a version of the twin paradox: the geodesic between two points always has
the longest proper time, and any other curve which involves acceleration leads to slower
aging. (In Euclidean signature, this corresponds to the well-known result that geodesics on
a Riemannian manifold minimize arc-length. In Lorentzian signature, however, no curve
minimizes arc-length because piecewise null curves produce arc-lengths arbitrarily close
to zero.)

If the boundary term in (5.10) is sufficiently large, it may make the second variation
positive. In this case, the curves emanating from the surface are strongly focused toward
each other; the behavior at the boundary can thus compensate for some of the distance
effects. Also, the other terms in (5.9) which we ignored so far are related to focusing effects
as a consequence of curvature.

Globally, curvature effects must be considered and can change the maximization result.
According to the two terms in the second variation (5.9), containing the space-time Riemann
tensor and the extrinsic curvature tensor of the initial surface, there can be two different
curvature effects contributing positive terms to d>¢/do?; see Fig. 5.2: (i) positive space-time
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curvature in the form R, n*°£°nt€; > 0 leads to bending and focusing of geodesics
which then evolve into focal points, and (ii) negative extrinsic curvature of the initial surface
would aim the geodesics toward each other, also implying a focal point even in the absence
of space-time curvature. Beyond the focal point, timelike geodesics no longer maximize
arc-length, which we now demonstrate using the notion of Jacobi vector fields.

5.1.1.2 Jacobi vector fields
A Jacobi vector field k* along a geodesic y is a non-vanishing vector field which is
everywhere orthogonal to the tangent vector £¢, i.e. £, = 0, and is a solution of the
geodesic deviation equation

d2 b
_2Kll + Rcbad’(c é: Sd =
dr —&.5¢

This being a second-order differential equation for a 4-vector restricted by £y, = 0, it
provides six independent solutions for Jacobi vector fields. To recall, the geodesic deviation
equation is satisfied by a deviation vector (d/dc)® in a congruence y,(¢) whose curves for
fixed o are all geodesic. One can thus interpret the family of Jacobi vector fields as a
parameterization of all possible embeddings of the given geodesic y in a congruence, an
interpretation that illustrates our interest in Jacobi vector fields for the questions considered
here.

(.11

Geodesic congruences For a congruence of geodesics emanating from a surface and cul-
minating in a focal point, there must be a Jacobi vector field satisfying «“(1) = O if the
focal point is reached at t = 1, as well as
di,
de |,

= Kapk"li=o (5.12)

at the initial surface X : r = 0. We show this in the following calculation.

Example 5.1 (Geodesic congruences and extrinsic curvature)
For the proper-time derivative of a Jacobi vector field along a geodesic congruence, we
have

d éb Kbvbga
— kg = ——=Vpk, = ——.
dr v _‘gcéc k% —f”éc
We did not normalize the tangent vector £¢ to keep our coordinate vector fields (5.4)
commuting, a property used in the second step of the preceding equation.
At the initial surface ¥:t = 0 of the congruence, the normalized tangent vector to
geodesics provides the unit normal, since the deviation vector x“ must be tangent to the

surface and is normal to the geodesic tangent vectors in the case of a Jacobi vector field.
The vector field £¢, once normalized, can thus be used to compute the extrinsic curvature

&b
Kub = hz vc—

N T
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of . We compare the two formulas using also
B ECKthEC _ Ecghvb’(c _ Kcsbvb‘i:c _
V=glsa V-8l V-8
att = 0 because k® and &° are orthogonal and since £° is tangent to a geodesic. Thus,

dr, b &a b

— =k'Vy—— ="Ky,

de =0 tmEE
proving (5.12), since k“ is tangent to X at t = 0, providing a projection of the derivative
of the unit tangent.

_SCEC' =

If a Jacobi vector field « with the boundary conditions k(1) = 0 and (5.12) exists along
the geodesic y from X to g = y (1), the point ¢ = y(1) is called conjugate to X.

We assume now that we have a geodesic y from ¥ to a point p, and that it lies in a
congruence with a conjugate point g to X before p is reached along y. Thus, between
% and g we have a Jacobi vector field with the above boundary conditions; in particular,

¢ =0 at g. We continuously extend x“ as a vector field beyond ¢ by saying that it
vanishes between g and p. Moreover, we choose another vector field A4 with £€41, =0
such that A,d«?/dt = —1 at g. Using 1 := €A% + €'« for some ¢ € R\{0}, we define
the deviation vector field of a new congruence (not necessarily geodesic, and one with a
kink at g where n“ is not smooth). It implies a second variation of arc-length

d?¢ d?¢
— =€ = (M) + 24, (M dicg /d7)
dSz extremum d 2 extremum !
d?¢
2
= — A)+2
‘ ds 2 extremum( ) "

using the fact that «“ is piecewise Jacobi (or identically zero beyond g) with the given
boundary condition (5.12) at ¥, and taking one new contribution in (5.9) from the point g
where the congruence has its kink. This variation becomes positive for sufficiently small €,
which proves that the timelike geodesic y no longer provides a curve of maximum length
beyond a focal point (see Fig. 5.3).

Diverging expansion Jacobi fields can also be used to demonstrate that the expansion of a
congruence diverges at a focal point. We pick three independent Jacobi fields «/,i =1, 2, 3,
satisfying the boundary condition (5.12) at . They give us the deviation vectors of three
independent congruences. The components of «{' can be viewed as forming a matrix, which
must be invertible at places of the congruence that are not conjugate points to X. Then, from
(£1 | J=EE )V = kP (£ ) J/—E°E,) = k" B,® (by a calculation as in Example 5.1) we
obtain the expansion
g g 1 a

x/TEL Vpk; m% og | det(k/)| . (5.13)

At a conjugate point, the matrix «{ becomes degenerate, and the expansion diverges.

0 = Ba (Kfl)t
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Fig. 5.3 Beyond a focal point, non-geodesic curves of proper time larger than that of any geodesic exist
(dashed). (The Euclidean representation here makes the dashed extension look shorter, not longer.)

Just as in the case of isotropic and homogeneous singularity theorems, the Raychaudhuri
equation guarantees the existence of conjugate points in congruences emanating from a
surface whose extrinsic curvature has a trace bounded from above by a negative constant,
K¢, < C < 0, provided that the strong energy condition holds. The tangent vector field £¢
on the congruence is normal to the initial surface, where we have K¢, = V%(&,/\/ —£%&;) =
6 < C < 0. Moreover, £ is hypersurface orthogonal at ¥ by assumption, and thus has
initially vanishing rotation. It then follows from the rate of change (5.2) of B, that w,, = 0
on the whole congruence as long as 6 is regular, i.e. at least until a conjugate point is
reached. Thus, the Raychaudhuri equation (5.3) can be estimated and solved just as in the
homogeneous case in Chapter 2.4, with the conclusion that 8 diverges after a proper time
of at most T < 3/|C|; there must be a conjugate point before that time.

We are now able to formulate the first general singularity theorem (for details, see
Hawking and Ellis (1973)):

Theorem 5.1 (Singularity theorem) Assume that the strong energy condition is satisfied
and that space-time is globally hyperbolic. If there is a spacelike Cauchy surface ¥ of
extrinsic curvature K¢, < C < 0, then no timelike curve from ¥ can have a proper length
larger than 3/|C|.

Proof (Sketch) The proof is indirect: assume that there is a timelike curve A with proper
length larger than 3/|C| and take a point p on A of a distance more than 3/|C| away from
2. Global hyperbolicity can be shown to imply the existence of a curve y of maximum
length from X to p, which by assumption must have a length larger than 3/|C|. From the
previous results, this can only be a geodesic without a conjugate point between X and p,
in contradiction to what follows from the Raychaudhuri equation. O

The theorem demonstrates that under the given conditions space-time is incomplete. There
are timelike curves of finite proper time that cannot be extended further. Test masses
following these curves only exist for a finite amount of proper time.
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5.1.2 Null geodesic congruences

Null congruences, whose tangent vector field is everywhere null, require a decomposition of
B, different from (5.1). If we again define /1., = gu5 + kokp, now calling the null tangent
vector field k¢, it is degenerate on vectors orthogonal to k¢, including k¢ itself. Formally,
one can still define the decomposition as in (5.1), since no inverse of h,;, is required.
However, this will not capture the correct number of degrees of freedom describing a null
congruence.

5.1.2.1 Decomposition

There are two equivalent ways to deal with the degeneracy. For the first one, as followed
by Wald (1984), we consider the 2-dimensional factor space of all vectors orthogonal to
k¢ modulo the vector space K generated by k“: any element in this factor space can be
represented by k¢ + Ak? where k“k, = 0 and A € R is arbitrary. The degenerate direction
is here simply factored out. Any tensor Tb”] 1_::;7’1‘ that vanishes on K, i.e. when contracted with
k* on any of its indices, yields a well-defined projection to the factor space, then denoted
by a hat: f;].::bi:l- Due to Tbal'_::'b‘:;‘kai =0= Tbal"::fm"kbj foralll <i<nand1<j<mby
assumption, a contraction of the tensor with «* 4+ Ak on any one of its indices will not
depend on A, and thus will yield the same result for the whole equivalence class of vectors.
The projected tensor fba] ].:;: is in this way defined on the factor space. One example is /14,
obtained from h,;, (or g,p, since the projection of k,k;, vanishes) as the non-degenerate
induced metric on the 2-dimensional factor space.

For the second procedure, we note that the null property of the tangent vector field
implies the existence of a second independent null vector field €4, £“¢, = 0, which we
can cross-normalize with k* such that £k, = —1. Then, hy, 1= gap + 2€(4kp) satisfies
£hyp = 0 = k%, and is thus the 2-metric on a 2-dimensional subspace normal to both k¢
and £“. Defining hap as the evaluation of /1, on the 2-dimensional subspace of the tangent
space normal to both k* and ¢“, we obtain a specific representative of the factor-space
metric defined by the first procedure.

Another example for a projectable tensor is B, = Vyk,: it satisfies B,,k? = 0 = Bypk”
as already seen in the timelike case. (Here, we have to use the affine parameterization for
null geodesics, i.e. k°V.k* = 0.) The projection is then decomposed as

N 1 .
By = Eehab + Gap + Dap (5.14)
with
ab p A A 1 . N N
0 =g""Ba, Gab = Bap — §9hah, ®ab = Bap - (5.15)

(Notice that we have the trace g*°ha;, = g°°(gap + 20aky) = 8¢ + 20k, = 2.) Since the
affine parameterization is fixed only up to a multiplicative constant of k¢, also 6, 6, and
@qp are defined only up to a multiplicative constant in the null case.
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As before, we derive
kcvcéab + écbéac = Rcbadkckd

which implies that
1
kV.0 = —592 — 66" + Dup®® — Rogkk? . (5.16)

The last term is again non-positive if the strong energy condition holds, but now even for
the weak energy condition, since k¢ is null. We conclude that there must be a focal point
in any hypersurface-orthogonal null congruence whose expansion 6, is negative at some
value of the affine parameter, and this focal point is reached within an affine length of at
most 2/|6y|. (This statement is invariant under rescaling the affine parameter A defined by
k°V, =d/dA: A and 1/6, scale in the same way if the affine parameter is changed. Suitable
combinations such as A8, are scaling invariant.)

5.1.2.2 Trapped surfaces and singularities

As in the timelike case, a singularity theorem requires us to connect the appearance of a focal
point in geodesic congruences with inextendability. While timelike congruences capture
the intuitive notion of co-moving observers experiencing the whole expansion or collapse
of space in a cosmological situation, null congruences describe the motion of light. For
cosmological singularities, having a time when the expansion is everywhere bounded away
from zero was seen to guarantee a singularity in the past or the future. Null congruences are
related to a different concept that provides an initial condition to guarantee singularities.
Focal points of null geodesic congruences lead to singularities if a trapped surface T exists:
a compact, 2-dimensional smooth spacelike submanifold 7" such that the expansion of both
sets of future-directed null geodesics orthogonal to T is everywhere negative on T .

In Minkowski space, any compact 2-dimensional spacelike surface has one expanding
(“outgoing”) and one contracting (“ingoing”) family of future-directed normal null con-
gruences. But even light rays shining “out of” a trapped surface are contracted toward
smaller cross-sections of the beam. A geometry allowing trapped surfaces must thus be
rather different from the one known for Minkowski space. After showing in the rest of
this subsection the importance of trapped surfaces for singularities, recognized by Penrose
(1965), we will provide examples and interpretations for them in what follows.

Theorem 5.2 (Singularity theorem: trapped-surface version) Assume that the weak
or strong energy condition holds and that space-time M is globally hyperbolic with a
non-compact connected Cauchy surface . If a trapped surface T exists with expansions
0 < 6y < 0 for both normal null congruences, then there is an inextendible null geodesic
of affine distance no larger than 2/\60y| from T.

Proof (Sketch) We first introduce the future I (T) of T as the set of all points in M
connected to T by future-directed timelike curves. Its boundary I*(T) is closed (the
boundary of a boundary is empty) and is a 3-dimensional (but not necessarily differentiable;
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Fig. 5.4 The future (hashed) of a spherical surface has a non-smooth part where it intersects the
center. Here, we show a 2-dimensional space-time diagram in which points represent 2-surfaces
in space-time and light rays travel along 4-45° lines. (More on this technique of causal diagrams
will be discussed in Chapter 5.2.2.) To the future of the kink, light signals appear to originate from
the reflection of the initial sphere S at the r = 0 world-line (dashed). The first reflection point is a
conjugate point of S, and lies at a kink of I*(S). Except for this point, » = 0 is not part of I*+(S);
the future of the kink is in the interior of /7(S). The boundary of the future is non-differentiable:
points in the diagram are spheres for r 7 0 but points also in 4-dimensional space-time for r = 0.
Including the dashed mirror-reflection in the diagram illustrates the non-smooth behavior of I T(S)in
space-time.

see Fig. 5.4) manifold locally generated by null geodesics. In general, I7(T) does not
contain complete null geodesics: any point on a null geodesic beyond a conjugate point
can be connected to T by a timelike curve and thus lies in the interior rather than the
boundary of I (T). (This can be shown by constructing a deformation similar to that used in
Chapter 5.1.1.2 to show that timelike geodesics fail to maximize on arc-length beyond
conjugate points.)

In the context of the theorem, the expansion of null geodesics emanating from a trapped
surface T is initially bounded from above by a negative value. Using the Raychaudhuri
equation, all null geodesics have a conjugate point after some finite affine length. Provided
that all null geodesics are extendible arbitrarily, / 7(7) must then be compact. (It is closed
as the boundary of the future and bounded because the affine distance between any two
points in the set is bounded. Note that it does not have a boundary, but like a 2-sphere in
space is bounded in the sense that its complement in space-time is open.) To bring this to a
contradiction, we use an arbitrary time-evolution vector field whose trajectories define a map
Y1 IT(T) — S C ¥ which is a homeomorphism; see Fig. 5.5. The image S of a compact
set must then be closed and bounded but cannot have a boundary, as these topological
properties are transferred from 77 (T): no homeomorphism can map a compact to a non-
compact set. This contradicts the non-compactness of the Cauchy surface ¥ assumed in
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T

Fig. 5.5 Mapping the future of T to a spatial surface X along trajectories of a time-evolution vector
field.

the theorem. The only consistent conclusion is that our assumption of extendability of all
null geodesics must be violated, and we again derive geodesic incompleteness. O

Many assumptions in the singularity theorems can be weakened if more refined tech-
niques are used. For instance, global hyperbolicity is not necessary. Four essential conditions
then remain, as reviewed, e.g., by Senovilla (1998):

e an energy condition;
e a genericity assumption (such as the one stating that each timelike geodesic contains a point where
Rapea& &4 # 0);
e there is no closed timelike curve; and
e at least one additional property specifying an initial condition:
(1) aclosed universe (a compact spatial submanifold without boundary exists),
(ii) a trapped surface exists, or
(iii) there is a point p such that the expansion of future-directed null geodesics from p becomes
negative along each geodesic.

Under these conditions, space-time must be singular in the sense that at least one inex-
tendible timelike or null geodesic exists. (In general, however, it is not guaranteed that
all such geodesics are inextendible, nor are conclusions about curvature divergences
drawn.)

At such a general level, the actual conclusions of singularity theorems may appear rather
weak, predicting properties much tamer than what is known from explicit examples in cos-
mology or the physics of black holes. Moreover, the conclusions can be evaded by violating
some of the more peculiar assumptions even without introducing exotic matter forms, as
first constructed by Senovilla (1990); see also the detailed description by Chinea et al.
(1992). Extensions of the traditional assumptions and theorems have thus been attempted,
for instance by Clarke (1998), Vickers and Wilson (2000, 2001) and Senovilla (2007), but
the level of generality of the theorems based on geodesic incompleteness remains unsur-
passed. Nevertheless, singularity theorems are of utmost conceptual importance: they show
that there is no mechanism in classical general relativity that could guarantee unlimited
evolution of generic initial values. The theorems highlight major roadblocks to complete
evolution within the theory, and they show the stability of singularities: they refer only to
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inequalities in their assumptions, such that perturbations around explicitly known singular-
ities cannot eliminate singular behavior.

5.2 Trapped surfaces

We have seen two versions of singularity theorems, one of which is suitable for cosmological
solutions, and one for black holes:

1. Extrinsic curvature on a Cauchy slice which is bounded from above by a negative constant
means that the universe is globally contracting at one time. The singularity Theorem 5.1 implies
geodesic incompleteness which one can interpret as a consequence of the universe collapsing into
a singularity.

2. The existence of a trapped surface means that there is a bounded region of space-time where the
gravitational field is strong enough to contain even light emanating from the trapped surface. (In
this case light is contained at least locally, as the negative value of expansion of the outgoing
null normal congruence on the trapped surface may grow and become positive away from the
surface.) According to singularity Theorem 5.2, this region collapses into a singularity which one
can associate with a black hole.

In both cases, the fact that gravity is purely attractive under most circumstances (unless
pressure becomes very negative) removes any means to stop the collapse of matter and
space once it has progressed sufficiently far.

5.2.1 Black-hole solutions

We have seen the cosmological situation of collapse in several examples of homogeneous
models. The trapped-surface version of the singularity theorem is realized in the simplest
case for the Schwarzschild solution

2M /AN
ds’> = — (1 — —) dr* + <1 — —> dr? + r2dQ2. (5.17)
r r
This line element is ill-defined at r = 2M owing to a failure of the coordinate system used.
The two separate regions r > 2M and r < 2M can, however, be discussed appropriately
in Schwarzschild coordinates. Their behavior is quite different:

r > 2M: A timelike Killing vector field d/9d¢ exists in addition to the spherical Killing vector fields.
The metric in this region is stationary (and, in fact, static).

r < 2M: Because 1 —2M/r < 0 in this region, the Killing vector field /97 is now spacelike. The
metric is no longer stationary but rather dynamical. Instead of stationarity, the Killing vector field
together with spherical symmetry implies homogeneity: there are three independent spacelike
Killing vectors at each point.'

! The submanifolds defined by r = const are spacelike and have the topology R x S? with ¢ as the coordinate of R and the
polar coordinates on the 2-spheres. Since there are three independent rotational Killing vector fields (only two of which are
linearly independent at each point), in addition to homogeneity, there is a rotational symmetry around one axis transverse to
the 2-spheres. The geometry is of Kantowski—Sachs type, a homogeneous model not contained as a special case in the Bianchi
classification: its symmetry group is 4-dimensional without allowing a 3-dimensional Bianchi subgroup.
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Fig. 5.6 If r = ry = const defines timelike surfaces, the two future-pointing null normal congruences
to spheres at ry either increase or decrease the cross-section area; the spheres are thus untrapped (left).
If r = ry = const is spacelike, however, both normal congruences change cross-section areas in the
same way — the region is trapped (right).

In particular, surfaces r = const are timelike for r > 2M but spacelike for r < 2M. This
property has immediate consequences for the existence of trapped surfaces, as visualized
in the causal diagram Fig. 5.6 where null lines run at £45°: in any situation in which r is
the area radius coordinate such that the angular part of the metric is r2dQ2? as in (5.17),
a spacelike surface r = const implies that 2-dimensional spherical cross-sections defined
by r = const, t = const are trapped. If r = const is timelike, future-pointing null normals
reach smaller r for the “ingoing” family and larger r for the “outgoing” family. The first
congruence has negative expansion and the second one positive expansion because the
cross-section area proportional to r? increases for the latter. A surface at constant ¢ is thus
not trapped. But if » = const is spacelike, both future pointing null normals can only reach
either smaller or larger r. It is then only possible that both expansions are negative or both
are positive. Spheres at constant ¢ and r are trapped (future trapped if smaller r is to the
future, and past trapped if larger r is to the future).

Example 5.2 (Spherical trapped surfaces)

In order to see more concretely that the nature of r = const surfaces in a spherically
symmetric space-time provides a criterion for spherical trapped surfaces, we compute the
general form of radial null vector fields in a 2-dimensional space-time with general line
element ds* = g, dt*> + 2g,,dtdr + g,.dr>. We assume that g,, > 0 and that t is a good
time coordinate in the whole region considered; if there is a flip of t and r as happens
when the horizon in Schwarzschild coordinates is traversed, the following arguments must
be adapted. A radial null vector £° satisfies g, (E7)? + 2g,,E"E" + g, (E")? = 0, which we
interpret as a quadratic polynomial for &". Null vector fields thus satisfy one of the two
relationships

=2 <1:F 1 - g”z)éﬁ: (5.18)
grr grrgrt
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between their components. For a future-pointing null vector, we assume that £ > 0, but
for the following argument we do not need to restrict £ further. (For a null geodesic family
in affine parameterization, for instance, the geodesic equation would provide another
condition for £1(t, r) to satisfy.)

A null normal congruence emanating from a sphere at constant r = r is expanding if its
tangent vector field £* satisfies £%0,r > 0, and is contracting if€°9,r < 0. By this condition,
the vector field §¢ in (5.18) is always contracting while £{ may be expanding or contracting
depending on the geometry. It is expanding if g.:/g,» < 0, and contracting if g1/ > 0.
The intermediate case belongs to a spherical marginally trapped surface. Inverting the line
element, the condition can equally be formulated in terms of g /g"" = g,:/&rr whose sign
in regions where the lapse function does not vanish, and thus g"" = —1/N? < 0, is solely
determined by g'" = g“b (dr)a(dr)y = |nq|? with the co-normal n, = (dr), to spheres. Thus,
ifthe normal n® tor = ry is spacelike (such that the surface r = r is timelike), g'" > 0 and
the outgoing null normal congruence is expanding. The surface r = ry is not trapped. In
the opposite case, for a timelike normal n® both normal null congruences are contracting
and r = ry is trapped.

Horizon properties from different perspectives especially in the spherical context are
exhibited by Nielsen and Visser (2006) and Nielsen (2009).

Example 5.3 (Trapped surfaces in Painlevé—Gullstrand coordinates)
Both regions of the Schwarzschild space-time can be described simultaneously in a coor-
dinate system of Painlevé—Gullstrand form where (5.17) becomes:

2
ds? = —dT? + (dr + ~/2M/rdT> + 242 (5.19)

with a suitable new coordinate T (¢, r). (As an aside, notice that spatial slices of constant
T are flat.) Also here, for r < 2M surfaces r = const are spacelike because they have the
induced metric ds®> = —(1 — 2M/r)dT? + r>dQ2. We can explicitly compute null congru-
ences with tangents % normal to spheres from the conditions g.»ELE2 = 0 together with
£¢V,T > 0 to pick the future-pointing ones. This yields

g0 = 0\’ [2M ! 0\’

= \or rT ar)

With €4V, r = —(1 4+ /2M/r) <0, €% is always the ingoing null normal of negative
expansion. For the outgoing null normal £, we have §{V,r =1 — /2M/r which is
negative for r < 2M. Thus, in this region both future-pointing null normal congruences

have negative expansion because the area radius decreases along both of them. Here,
spheres of constant r and T are trapped.

For the sherically symmetric Schwarzschild solution, one can of course construct the
whole space-time solution and directly verify the existence of a curvature singularity to
the future of the trapped region » < 2M: r plays the role of a time coordinate for r < 2M
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Fig. 5.7 Surfaces of constant  in the Schwarzschild regions. Atr = 2M, the behavior of the 7 = const
surfaces changes from timelike outside to spacelike inside. The region for r < 2M is trapped and is
bounded by a singularity at » = 0 to the future (dash-dotted). How the singularity is related to the null
line r = 2M and other (possibly infinite) boundaries of space-time will be determined by conformal
completions below.

and progresses to the future singularity at r = 0 as seen in Fig. 5.7. The key advantage
of a singularity theorem is that it demonstrates the stability of this conclusion, at least as
far as singularities due to geodesic incompleteness are concerned. The singularity is not
just a consequence of a highly symmetric spherical collapse but is more general: even
if one perturbs around the Schwarzschild solution, specific values of expansions of null
congruences may change, but for sufficiently small perturbations they will remain negative
if they are negative for the unperturbed solution. This demonstrates that a whole class of
non-symmetric solutions has trapped surfaces and must be geodesically incomplete as a
consequence of Theorem 5.2.

5.2.2 Causal diagrams

In spherical symmetry, properties of conjugate points and the relation to trapped surfaces
can be visualized in causal pictures. We ignore angular coordinates and thus draw a 2-
dimensional diagram of space-time where time increases vertically. The symmetry axis at
r = 0 is drawn as a vertical boundary, at which incoming light rays are reflected: coming
from positive r, they reach the center » = 0 and return to positive . While this is drawn as
a reflection in the 2-dimensional diagram, it simply means that the light ray traverses the
center without any major physical event (Fig. 5.8).

A point at the boundary must be conjugate to any sphere at positive r because here
spherical null congruences emanating from spheres surrounding the center converge to a
point as seen in Fig. 5.8. As a Jacobi vector field, we can use the deviation vector of a radial
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Fig. 5.8 The center as a conjugate point of a sphere in a spatial (left) and causal view (right). Beyond
the conjugate point, a timelike curve can be used to connect to the original surface (dashed).

Fig. 5.9 A trapped surface in a compact space-time (left), where conjugate points are reached in any
direction, and in a non-compact one (right), where the trapped surface implies a singularity.

congruence; indeed, it vanishes at the center. Extending a null ray beyond the conjugate
point, there are points on the original sphere closer to the endpoint of the light ray than the
point where it started. It is thus possible to connect the endpoint to the sphere by a timelike
curve (moving at a speed less than that of light), in accordance with our general statement
about conjugate points of null geodesic congruences made earlier (Fig. 5.8, right).

For a trapped surface, both the ingoing and outgoing null normal congruences have
conjugate points if their geodesics are arbitrarily extendable. In a globally hyperbolic and
connected space-time, this is only possible if space is compact, as illustrated in Fig. 5.9. In
this case, moving around space along a null curve implies that one must reach a point which
can be connected to the starting point by a timelike curve, followed by a particle avoiding
the reflection and thus not having to travel as fast as light on the null ray. If space is not
compact, however, it is not possible for both null normal congruences to have conjugate
points. If a trapped surface exists, a contradiction can be avoided only by concluding that
not all null geodesics, in particular those in congruences not reaching a conjugate point, can
be extended. This is the intuitive content of the trapped-surface singularity Theorem 5.2.
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Fig. 5.10 Double-null coordinates u# and v in Minkowski space and their coordinate lines. At the
center (dashed), a v = const line is “reflected” into a u = const line, and vice versa.

5.3 Asymptotic infinity

For a full view on space-time, the behavior at infinity is also important. There is a rich struc-
ture, owing to the fact that the behavior depends on the direction in which one approaches
infinity, for instance along null curves compared to spacelike curves. Structures at infinity
also provide useful tools to extract physical and observable information: light from non-
trapped regions can leave strong-curvature regimes and provide signals to distant observers.
How one can extract observables from geodesic congruences or space-time geometries is
an important problem for relativistic astrophysics. The situation here is much more com-
plicated than in early-universe cosmology, where simple gauge-invariant combinations of
linear metric and matter perturbations provide the main observable quantities.

To start with describing structures at infinity, in particular the space-time metric near
infinity, the infinite boundary can first be mapped to a finite one via a coordinate transfor-
mation. For example, for Minkowski space with line element ds?> = —dt? + dr? + r2dQ?
we may introduce the null coordinates v := ¢ + r and u :=t — r restricted to the range
v > u because r > 0 (see Fig. 5.10). In these coordinates, the metric is

1
ds? = —dudv + Z(v —u)?dQ?. (5.20)

We are interested in the limits v — oo, u = const (outgoing null rays) and u — —oo,
v = const (incoming null rays). These are the only null lines due to v > u; v — —o0 at
constant # and u — oo at constant v are not possible.

The asymptotic limiting points are mapped to finite values by using a new set of coor-
dinates, T = arctan v + arctan u, R = arctan v — arctan u, such that d7 = dv/(1 + v?) +
du/(1 +u?) and dR = dv/(1 + v*) — du/(1 + u?), or

4

AT+ dR? = ——— dudv.
+ A+ w21+ 02)
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This is not the radial part of Minkowski space (5.20), but it suggests a conformal transfor-
mation to 3., = Q%ga, With

’= 4 (5.21)
(0 Hu)(1 40 ‘
As the new metric conformal to Minkowski space, we thus obtain
ds? = Q%ds?* = —dT? + dR? + sin® RAQ? (5.22)

where we used

sin R = sin(arctan v) cos(arctan ) — cos(arctan v) sin(arctan u)
1 1 _ v—u
Ja+ovHd+ud) JA+)A+u?)  JA+ud)d +02)

The metric (5.22) is that of an FLRW model with positive spatial curvature and a
constant scale factor. Such a solution, called Einstein static universe, exists in the presence
of a cosmological constant; see Exercise 2.3 in Chapter 2. The construction shows that the
whole Minkowski space is conformally equivalent to a finite region of the Einstein static
universe with metric (5.22), where T and R are bounded. Infinity of Minkowski space can
be studied by a neighborhood of the boundary of the region it defines in the Einstein static
universe. This finite region is characterized by the conditions (i) R > 0 due to v > u and
(i) —m < T £ R < 7 due to properties of the arctan used in the definitions of 7" and R.
Moreover, R < w. When the finite region representing the original space-time is combined
with its boundary in a conformal embedding, the closed region thus obtained is called
conformal completion or a Carter—Penrose diagram.

The boundary of the region in the Einstein static universe conformally equivalent to
Minkowski space is of triangular shape (not smooth but with three corners). One can
distinguish several characteristic components; see Fig. 5.11:

R =0,—m <T < m: this is a timelike line representing the center of polar coordinates. It has two
endpoints, one called it at T = 7 and one called i~ at T = —.

R =n, T = 0: asingle point called i°.

T + R = r: anull curve at constant v, called 7 (and pronounced “scri-plus™).

T — R = —m: anull curve at constant u, called 7.

The meaning of these boundary regions can be seen from the behavior of radial geodesics
approaching them. In Minkowski space, these are straight lines represented by linear
relationships between ¢ and r:

Timelike geodesics Radial, future-pointing timelike geodesics satisfy t = ar + b with some |a| > 1
near t — 00. Thus, t £7 = (1 £ a~")t Fb/a — o0, and both u and v approach infinity at the
future endpoint in Minkowski space. In the conformally embedded region, this leads to T — 7
and R — 0, which is i, or future timelike infinity.

Similarly, past-pointing timelike geodesics have the above form for t — —oo, where u and v
approach —oo. Here, T — —m and R — 0 approaches i, or past timelike infinity.
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Fig. 5.11 Conformal completion of Minkowski space with its boundary components, embedded in
the Einstein Static Universe.

Radially outgoing spacelike geodesics Here, we have the form t = ar + b with |a| < 1 near r —
oo. Thus, t £r =(a£ 1)r + b - £oo and v — 00, u — —oo. In this way, we reach T — 0,
R — 7 and thus i°, or spacelike infinity.

Radially outgoing null geodesics The form ¢ = r + b near t — oo implies v — oo while u = b
remains constant. Thus, T + R — 7, |T — R| < 7 and we reach J ™, or future null infinity.

Radially incoming null geodesics In this case, r = —r + b near t — —o0. Now, v = b remains
constant while u — —oo, implying T — R — —n, |T 4+ R| < &. All these geodesics come from
J~, or past null infinity.

Cataclysmic events such as black holes lead to conformal completions very different from
the global structure of Minkowski space, impressively showing the difference in geometries.

5.3.1 Asymptotic flatness

Although we have explicitly constructed the conformally completed space-time region only
for Minkowski space, the form of asymptotic infinity obtained is general for a large class of
space-times, or at least certain parts of them. Let us take an arbitrary space-time (M, g,;) and
assume that it can be conformally embedded in (M, g,, = $2>g,) as a finite region whose
boundary is given by the set where 2 = 0, in such a way that V,Q # 0 is non-vanishing
and finite wherever the boundary is differentiable. The original space-time is said to be
asymptotically empty if its energy momentum tensor behaves as T, = O(Q2*) near Q = 0.
These and other asymptotic definitions, together with techniques for the construction of
general conformal diagrams, go back to Penrose (1963).

In order to show that all such space-times have the same structure at infinity as Minkowski
space, we will use a more general version to allow for the presence of a cosmological
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Fig. 5.12 Conformal diagrams of an asymptotically flat, asymptotically de Sitter and asymptotically
anti de Sitter space. Dashed lines indicate symmetry centers or periodic identifications.

constant. In this case, T, will not approach zero near the boundary and the asymptotic
structure will change, but we can use the same calculations to determine its properties.
More generally, we assume that there is a constant A such that 7, + Ag,;/87G = o(3)
near = 0. Einstein’s equation, satisfied on M, then implies a Ricci scalar of the form

R = —81Gg*T,, = -87GQ 25’1,
=4A + 0(Q) (5.23)

where we used the fact that the components of g“b are finite at 2 = 0. Moreover, the
conformal transformation provides a relation between the Ricci scalars of g,, and g,p,
derived directly from the expression of R in terms of the metric based on equations such
as (3.118):

R=Q*(R-68""V,V,logQ — 6g°°(V, log Q)(V, log Q)) (5.24)
or, inversely,
R = Q’R + 6Q3°V,V,Q — 128" (V,Q)(V,9). (5.25)

Because all individual factors on the right-hand side remain finite for 2 — 0, only the last
term is non-zero at 2 = 0. We see that

sgn (V,Q)(VQ)) la=o = —sgnR|o—9 = —sgnA. (5.26)
The gradient V,Q = n,, is the co-normal to the boundary © = 0, and so the boundary
is

e nullif A = 0, in which case the space-time (M, g,;) is called asymptotically Minkowski,
e spacelike if A > 0, in which case the space-time (M, g,;) is called asymptotically de Sitter, and
o timelike if A < 0, in which case the space-time (M, g,) is called asymptotically anti de Sitter.

The conformal diagrams look like the examples in Fig. 5.12.
To eliminate possible pathologies, one often defines geometries more specific than those
corresponding asymptotically to any one of the maximally symmetric ones.

Definition 5.1 A space-time (M, g,5) is asymptotically simple if a subset N C M and a
space-time (M, 8up) exist such that
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(i) M is an open submanifold of M;
(ii) thereis a real function Q on M such that 8ap = Q28 on M and Q =0, V,Q # 0 on the smooth
part of the boundary of M in M;
(iii) every null geodesic in M\N has an endpoint on the boundary of M in M.

Moreover, (M, g,p) is asymptotically flat if it is asymptotically simple and R,;, = 0 near
the boundary in M (i.e. it is asymptotically simple and asymptotically empty).

The second condition implies that the set defined by € = 0 in M is at infinity as seen
from M. Choose a null geodesic 7 in M that is affinely parameterized such that X = 0 at
Q = 0. Near the boundary, the affine parameter can be chosen to behave like A ~ €, since
V. # 0. The equation

dxe  dx? dxe
T~ bC_N_N - 0
di2 di di

for the geodesic in M implies that

Q di

- di2 \dx dx

Ert A 1 (d *‘+ 2 dQ ) dx
da2 o bda da T dagdi

where we used the conformal transformation rule
T =T + 297164, Vo2 — Q7 (Va8 ghe (5.27)

(analogous to (3.118)) as well as the null condition 8re(dx? /dA)(dx€/dA) = 0. The affine
parameter A for the geodesic in M thus satisfies

Qdi

dr (d\"" 2dQ
i (i)

or di/dk = ¢Q72. Since L ~ Q near @ =0, A ~ ¢ [ Q72dQ diverges at Q = 0. Null
geodesics in M never reach the boundary in a finite affine parameter distance; the boundary
appears to be at infinity as seen from within M.

The third condition in Definition 5.1 eliminates possibly trapped and singular regions.
The necessity of subtracting a subset N is due to spatially closed null geodesics never
reaching infinity, as they may exist even in non-trapped regions of a general space-time.
In the Schwarzschild space-time, for instance, null curves at constant » and 6 = /2 have
a tangent k¢ satisfying —(1 — 2M/r)(k")? + r?sin? 0(k?)*> = 0 as a relation between the
t and ¢-components of a spatially closed null curve along a ¢-coordinate line. One can
choose the components of the tangent to depend only on » and 6 and thus be constant
along the null curve. As for the geodesic equations, k?V,k' = 0 = k?V,k? are identically
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satisfied, and k*V,k? = —sin 6 cos 6(k?)? vanishes at = 7 /2. Finally,
KNk = Ty, (k") + T (k)

ﬂz (1 2M> kN> —r (1 — 2—M> sin® 0(k?)?
r r

r

= —(r — 3M)r’ sin> 0 (k)

vanishes for r = 3M as the radius of a spatially closed null geodesic (indeed lying outside
the trapped region r < 2M).

5.3.2 Examples

In general, finding suitable transformations to conformally embed a given space-time as
a finite region of some other space-time can be challenging. Should this be the case for
a space-time of interest, one can make use of a procedure patching together the whole
space-time out of parts that can each be conformally embedded. Alternatively, the behavior
of null-lines can be used to determine the structure of a conformal diagram, as applied by
Winitzki (2005). The general construction is illustrated by the usual examples of explicitly
known solutions.

5.3.2.1 Schwarzschild exterior
With

r 1
=t~ (r+2M1 (— - 1)) d £:=- 5.8
u (r + og i an . ( )
the Schwarzschild metric becomes

ds? = g% (—€*(1 —2M0)du® + 2dudt + dQ?) .
(An analogously defined v instead of u, adding instead of subtracting the r-dependent
term, would bring the metric to Eddington—Finkelstein form when expressed in coordinates
(v, r,0,¢).) In the exterior, we have 0 < £ < 1/2M, and £ — 0 at r — 00. A conformal
factor 2 = ¢ thus satisfies the required conditions for a conformal completion, including
V,Q2 # 0at Q = 0. Moreover, since R,;, = 0 near £ = 0, we have an asymptotically empty
space-time as shown in Fig. 5.13.

In contrast to Minkowski space, the past of 7T constructed in this way is not the whole
space-time. Instead, the past has a boundary given by the event horizon at r = 2M. (By
definition, the event horizon in a given space-time is the boundary of the past of J7.)
Furthermore, not all timelike geodesics reach i ™ in the future; those crossing the horizon
enter the trapped region and stop at the singularity, the place of their inextendability.



5.3 Asymptotic infinity 209

Fig. 5.13 Conformal diagram of the Schwarzschild space-time. In Eddington—Finkelstein coordinates,
only the region spanned by the solid lines and the future singularity is covered. The future fate of
objects differs from that in Minkowski space: depending on the initial radial velocity, a massive object
may fall into the singularity or reach future timelike infinity. Similarly, a massless particle traveling
along null curves either escapes to J* or falls into the singularity.

5.3.2.2 Spatially closed FLRW model

In conformal time n, an FLRW line element with spatial slices of positive curvature is
ds®> = a(n)* (—dn® + dR* + sin® RAQ?) . (5.29)

This is already conformally equivalent in an obvious way to the Einstein static universe. In
the absence of a cosmological constant, 1 has a bounded range because there is a past as
well as a future singularity at finite n where a(n) vanishes. The radial coordinate R is not
restricted by singularities, but is periodically identified due to the spatially closed topology.
The conformal diagram is shown in Fig. 5.14.

A recollapsing, spatially closed model is not asymptotically flat as a consequence of the
homogeneous matter distribution, never diluting down arbitrarily much. For this reason, it
does not have the structure of null, timelike and spacelike infinities.

5.3.2.3 Open FLRW model

An open model in conformal time does not directly provide a conformal embedding into
the Einstein static universe, but rather, in Minkowski or hyperbolic space. Qualitatively, in
the case of a vanishing cosmological constant, we now expect a regular part of the boundary
given by future null and timelike infinity, the asymptotic region where matter has diluted
completely, but also a past singularity. These ingredients, together with the coordinate
center as a timelike finite boundary, already provide the conformal diagram in Fig. 5.14.
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Fig. 5.14 Conformal diagrams of closed (left) and open (right) FLRW models.

5.3.3 Conformal gauge

For a conformal completion, one must choose a conformal embedding such that the space-
time investigated becomes a bounded region in the conformally equivalent space-time. The
choice of conformal embedding is not unique: every g/, = @, with w(x) # 0 on M
provides the same asymptotic structure for M. This freedom is called conformal gauge.

For the structures at infinity, the normal to the boundary of M in M has played an
important role by telling us whether boundary components are null, spacelike or timelike.
At J%, changing the conformal gauge by a function w as above transforms the co-normal
ng = V,£ on the boundary to n/, = vV, Q2 + QV,0 = wn, (since 2 = 0 at the boundary),
and V,n;, becomes

Vony, = Van, — 2078, (Vo + o~ (Va0)g gan!,
= wVnp + Voo + (V, Q) (Vo) + @V, Vo — 21, Vo + gapnVew
= wVnp + gapn‘Vew

where the last equality holds on J*. (In the first line, we have conformally transformed
the connection using (5.27).)

While there was no restriction on V,n, so far, this transformation of the conformal gauge
can be used to set ?;n’b to equal any particular function on the boundary, for instance making
the simple choice @t’ln’b = 0 called the Bondi gauge. By this extra condition, the conformal
gauge will be restricted, requiring w to satisfy the equation g,,nV.0 = —wV,n,.

In the case of null infinity, in which n? is both normal and tangent to the boundary, this
equation becomes a differential equation along 7. To rewrite V,n,, as it appears in the
differential equation, we make use of (5.25) and

Rab = Rub + ZQ_lﬁaﬁbS2 + gubng (Q_lvcﬁdQ - 3Q_Z(ﬁcg)(ﬁd§2)) . (530)

Given a sufficiently strong fall-off of T}, and using Einstein’s equation, (5.25) implies that

. ~ | .
QYY) = 53V Va2



5.3 Asymptotic infinity 211

j+

Zg
Fig. 5.15 Future null infinity and a cut.

on J*. (The first term in (5.25), Q>R with regular R, shows that 6Q5’V,V,Q —
125 (V,Q)(V,2) vanishes on J* and remains finite when divided by €2.) The Ricci
tensor relation R,;, = 0 near J* on M then implies that

1. e < -
788 VeVaQ = Vany .
Thus, we can write
~ . - 1 e - .
Vin, = oV + gupnVew = Zgab(wg‘dvcvdsz +4n°V.w) (5.31)

where n°V. is the directional derivative along a null vector field on J +. We can choose an
arbitrary w on a sphere u = const on J* (or v = const on 7 ) as an initial condition for
the differential equation

. 1 Y~
n‘Vew = —ng”chVdQ

and then solve it along null generators of 7=. The solution, extended to a neighborhood of
J*, will provide a conformal gauge in which @;n;, = 0, at least as long as the solution for
 with the chosen initial values remains non-zero.

As the normal to the null surface J in (M’, §/,) in the asymptotically flat case, n'®
can be used as the tangent vector field to the congruence of null curves defined by its
trajectories along J*. In the conformal gauge with B/, = V/n) = 0, this congruence is
free of expansion, shear and rotation.

5.3.4 Asymptotic solution for asymptotically flat space-times

Finding a simple representation of the asymptotic metric is one application of the conformal
gauge with a normal vector n¢ on 7+ making the congruence expansion, shear and rotation-
free. Topologically, J* is of the form S? x R. Any spherical cross-section S is called a cut
and can be used to construct the general form of asymptotically flat space-times:

1. First, choose a second null hypersurface ¥y through S not tangent to J*, such that its null
generator £“ is orthogonal to n* as in Fig. 5.15, and such that both fields are cross-normalized:
£'n, = —1onS.

2. Extend ¢ to a vector field on all of J+ by Lie transport: 0 = nV, £’ = £,£%. (The second
identity follows using V,n;, = 0, as per our conformal gauge on J*.) Since n“ is tangent to
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affinely parameterized null geodesics (again using V,n, = 0, in particular n*V,n;, = 0), the
cross-normalization condition £“n, = —1 chosen on § is preserved by this extension and holds
onallof 7.

3. On every cut we write the induced metric in the form fzab = 8ab + 2£ 1}y such that Z”ﬁab =0=
hapn®. This induced metric is constant along J: in addition to £,n* = 0 (which is obvious) and
L,£* = 0 used above, we have £, g,;, = V1 = 0 and thus Loha = 0.

4. The condition V,n, = 0 does not fix the conformal gauge completely. We can still change our
conformal factor by Q — wQ with w # 0on J* such that n°V,.w = 0. This freedom corresponds
to the choice of initial values for the differential equation satisfied by w. Thus, @ must be constant
along the null direction of 7, but it can be freely specified, as long as it is non-zero, on an initial
cut. In particular, on S the 2-dimensional Ricci scalar associated with /2, will map to

OR = PR + 20V V,0 — 2(V'0)V,0 (5.32)

by the new conformal transformation. On a 2-dimensional manifold, there is always a conformal
transformation bringing the space to constant-curvature form. In particular, we can choose w so as
to make the 2-metric equal A,,dx*dx? = d©¥? + sin? 9dg?2. This finally fixes the conformal gauge
and makes every cut a round 2-sphere of unit radius.

5. The round 2-sphere contributions already give us the angular part of the metric; what remains to be
done is to determine the form of the directions transversal to the cuts. For an explicit representation
of the asymptotic space-time metric, we choose as the remaining coordinates the new conformal
factor 2 in a neighborhood of 7, where the condition V,Q # 0 near Q = 0 indeed guarantees
that 2 is a good coordinate, together with an affine parameter 1 along n“, normalized such that
n“V,u = 1. Initially, ¢ and ¢ of the round 2-sphere cuts as well as u are only defined on 7, but
we can transport them as functions into a neighborhood of the boundary by requiring that they have
constant values along the null generators of . The line element resulting in the neighborhood
will depend on the choice made for Xg, but its asymptotic form will not. With all conditions
imposed, the space-time metric near 7 in these coordinates is

ds? ~ —2dQdu + do* + sin® ¥dg” . (5.33)

As one can directly verify, this indeed makes V, 2 and V,u null, as well as g (V. Q) (Vpu) = —1
for the cross-normalization.

5.3.5 Asymptotic symmetries

The preceding construction has provided an asymptotic metric in a fixed conformal gauge,
but not all the ingredients were free of choices. In particular, while there is no intrinsic
restriction on the conformal factor other than that it be non-zero everywhere, the metric on
an initial cut was conveniently but rather arbitrarily chosen to be the round 2-sphere metric
of radius one. Moreover, the embedding of the round sphere as a cut of 7* depends on the
coordinate u along [7* and on what one considers as its constant-level surfaces. This free-
dom gives rise to a specific form of coordinates combined with conformal transformations
as asymptotic symmetries. These transformations are required only to leave the structure
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of J% itself invariant, i.e. the 3-cylinder 52 x R endowed as a null surface with a “null
metric” structure (A,,dx?dx?, du?).
On S, we had chosen a metric that can be expressed as

ds? = do? 4 sin® 9dg? = —————d¢d¢ (5.34)

(1+¢6)?

in complex coordinates { = & + in = e'? cot(9/2). (The bar denotes complex conjugation.)
A coordinate transformation on S given by ¢ +— £/(¢, Z) such that d¢’ = A(¢, £)d¢ +
B(¢, £)dz,d¢’ = B(¢, £)d¢ + A(¢, £)dZ is then conformal if and only if A = 0 or B = 0:
in these two cases, and only in these, the new metric given by

d¢'de’ = A(G, DB, 0)de* + (IAC, DIF + |B(¢, O)*) d¢dE + A(¢, £)B(¢, £)dg?

is proportional to the original round 2-sphere metric in complex coordinates.
If A =0, we must have

d¢’ = dg' +idy = (‘?s +i %—Z>d§+<2—$+z%>d
= B(¢, $)dE = B(¢, £)(dg —idn)

and thus
&’ an’ o9&’ an’
5 _Rep=_2T S —mp=" (5.35)
d& an an d&
Such a transformation satisfying d¢’/9¢ = 0 is called antiholomorphic.
Similarly, B = 0 implies d¢’ = d&’ + idy’ = A(¢, £)(d€ — idn), such that
0 on’ &’ an’
% _ Rea= T % ma=_2T (5.36)
% an’ an €
Such a transformation satisfying 8¢/d¢ = 0 is called holomorphic.
If we restrict transformations to those that preserve orientation, we can only allow
holomorphic ones of the form ¢ + ¢'(¢), i.e. d¢’/dz = 0, since complex conjugation
& +in+— & —in changes orientation. This is not much of a restriction because every

antiholomorphic transformation can be realized as a holomorphic one followed by complex
conjugation. Then, any 1-to-1 holomorphic map on S? is given by a fractional linear
transformation

at +b
c¢+d
This formula parameterizes all coordinate transformations for which we can compensate

the change of metric on a cut of 7= by a conformal transformation Q > w€.
A holomorphic transformation ¢’(¢) conformally transforms the 2-metric (5.34) on S to

oo |1t
@ lde | \1+¢7

') = with complex numbers such that ad — bc = 1. (5.37)

) ab =1 &, O hap - (5.38)
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Fig. 5.16 Outgoing radiation as flow through 7+, whose energy is given by the difference M (u;) —
Muy).

We can thus compensate the metric change of the mapping by combining the holomorphic
transformation of the coordinates with a conformal transformation of J* given by w. The
whole structure (ﬁabdx“dxb , du?) is preserved if we also transform to u’(u) such that du’ =
w(¢, £)du. In particular, this will preserve the normalization of u by n*V,u = 1 = n'*V,u'.
Along any null generator of 7+, the most general coordinate transformation to perform is
u' = w(u + a(t, £)). For non-constant «, constant-u cuts will be deformed; allowing for
arbitrary smooth a(¢, ¢) ensures independence of the specific cuts chosen.
Taken together, the transformations

(&, us gap) > (§'(0), ' (u, 8, 87): 8p) (5.39)

form a group representing asymptotic symmetries of J*: the Bondi—Metzner-Sachs (BMS)
group introduced by Bondi et al. (1962) and Sachs (1962). Due to the freedom of a function
a(¢g, ¢’), it is infinite-dimensional and much bigger than the Poincaré symmetry group
of Minkowski space that one might have expected in an asymptotically flat situation. A
particular example of asymptotic symmetries is given by super-transilations of the form
{'=¢u=u+al ).

The size of the BMS group compared to the Poincaré group is clearly a consequence
of the conformal transformations allowed to compensate changes of the metric under a
diffeomorphism. Nevertheless, the increase in size is quite surprising, and it happens only
for asymptotically flat space-times. In asymptotic de Sitter or anti de Sitter space-times,
asymptotic symmetries do not differ from the de Sitter group O(4,1) and the anti de Sitter
group O(3,2), respectively.

Asymptotic symmetries allow the introduction of conserved quantities such as asymptotic
expressions for energy, momentum or angular momentum and their fluxes which would be
associated with asymptotic translations and rotations, respectively. An example is the so-
called Bondi mass M (u), see Fig. 5.16, which is a function on 7t such that M (up) — M (u1)
is the outgoing energy flux between u; and u,. However, the BMS group does not have a
distinguished subgroup isomorphic to the Poincaré group, and so there is no straightforward
implementation of conserved quantities. A long series of developments to find asymptotic
expressions for energy and other conserved quantities in the radiative regime has been made,
e.g. an incomplete list given by Komar (1959), Geroch and Winicour (1981), Ashtekar



5.3 Asymptotic infinity 215

(1981), and based on canonical methods especially by Ashtekar and Streubel (1981), Iyer
and Wald (1994) and Wald and Zoupas (2000).

5.3.6 Spatial infinity

Before radiation can carry away energy through J7, the original mass contained in
space-time is computationally accessible at spatial infinity i®. In stationary situations, this
describes the mass of compact objects. The space-time metric near i® in an asymptotically
flat space-time cannot be arbitrary but must allow asymptotically Cartesian coordinates x*
such that it takes the form

v ~ 8+ 00T, B,gm ~ 00T (5.40)

where r is the radius as a function of the spatial Cartesian coordinates. Energy should then
equal the Hamiltonian of the canonical formulation, but as we have seen, its bulk part is the
Hamiltonian constraint and vanishes for every solution. Non-zero energy can result only if
there is a remaining boundary term that does not vanish for the given fall-off conditions,
as already seen in Chapter 3.3.2 for quasilocal quantities associated with finite boundaries.
In the asymptotic context, energy and other conserved quantities based on boundary terms
have been derived by Regge and Teitelboim (1974).

In terms of the canonical variables, the fall-off conditions follow from the relation with
the space-time metric:

hap ~ 8ap + O™, P~ 002 (5.41)
N~1+0@G, N ~ 0@ (5.42)
N~ 0@, BN ~ 0@ ?). (5.43)

From the variations of the action as in Chapter 4.2.2, we obtain several boundary terms at
a fixed 2-sphere S, : r = const with spatial normal r, = (dr),:

2[ dyr,p®SN, ~ r20(r3)=0
2/ dPyrapEN*Shey ~ r*0r™*) =0
SI‘

—— | EyraNh*h* — h*h)DcShae ~ r*O(r™2) # 0
167G S,

f Eyro(DaNYH“hY — h*h)8hge ~ r*O(r) =0,
N

"

16w G
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This gives rise to only one non-vanishing asymptotic boundary term in the variation

) / PxNCyray = lim [ d*yr,N(h“h? — h*h°))D Shg,
X

r—0o0 S
-

~ lim | d®yr,8°°8°)(Dydheq — DeShpg)
5

r—o0

r—0o0

~ lim 8 < f d?yr,8°8°¢(Dyhey — Dch,,d))
Sy
=: —167 GS Eapmlhas] (5.44)

where D, denotes the asymptotically Cartesian spatial derivative operator which is inde-
pendent of %,;,. Indices are explicitly raised or lowered with the asymptotically Cartesian
metric 8,;.

The total Hamiltonian must have vanishing variation once field equations are satisfied,
which can be the case only if Eapm[/h45] is added as a boundary term to cancel the variation
(5.44) of the bulk term. Thus,

H = / Px(N Cyray + NCE™) + Enpilhias] (5.45)
)

is the total Hamiltonian. When field equations are satisfied, the constraints Cgray =0 =
CS™ vanish such that the Hamiltonian on the space of solutions takes the value of the ADM
energy

Expy = - lim | d?yre8“°8°U(Dyheg — Dehpg) . (5.46)
Sr

6 G r—o0
Hawking and Horowitz (1996) have shown that Eapy agrees with the asymptotic limit of
the Brown—York quasilocal energy on spheres.

Momentum and angular momentum can be derived from the Nother theorem, according
to which the change of the action under a symmetry provides a conserved charge. Here,
we consider coordinate changes x* — x* 4 §/(x) under which fields change by their Lie
derivative along £“. The ADM energy then remains invariant because we have Lgh,p =
2D ,&p) asymptotically, and D, D,£> — D, D,&" = 0 for the asymptotically flat metric.

The remaining terms in the Lagrangian required to be invariant are those
in f d3x( p“" fza;, — NCgay — N* CE™), which change by an integrated divergence
f d*x D, (( p“b hab — NCgay — N* C5™M C) (duly taking into account the Lie derivative of a
scalar density). If the constraints are satisfied, only the boundary term f dxD,( p“b habé 9=
lim, o [, s, d2yr.£¢ p®h,;, must be required to vanish for an asymptotic symmetry. This
provides some restrictions on vector fields £ that can be asymptotic symmetries of the
action. For any vector field for which the boundary term vanishes, Nother’s theorem pro-
vides us with a conserved quantity because we have

0=2588= / Exp®Shap|? (5.47)
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for the boundary term resulting from integrating by parts in time. The conserved charge is
thus

f ExpP8ehay =2 / Exp™ Dty =2 / &x (Da(p*&y) — £ Dy p™)

=21lim | d’yr,p®s (5.48)
r—00 s,

for any £¢ such that r,£“ = O(1) on S, with its co-normal r, = (dr),. This formula agrees
with the asymptotic limit of the Brown—York momentum in (3.71) for translations along
the shift £» = N?/N, using the fact that the reference momentum p® drops off to zero fast
enough.

Examples for vector fields satisfying this condition are asymptotic translations and
asymptotic rotations, providing momentum and angular momentum as conserved quantities.

For an asymptotic translation, £ = —e“ is constant and the ADM momentum
P4=—=21lim [ d®yr,p® (5.49)
r—oo Jf¢
results. For an asymptotic rotation &, = —€4c@"x¢ with a constant rotation vector ¢°

(whose length gives the rotation angle) we have the angular momentum

Ly=-21im | d*yreepeap®x?. (5.50)
r—00 Sr
Note, however, that there is arbitrariness in this definition, since angular momentum refers
to an origin of rotations in Cartesian coordinates which may lie outside the asymptotic
Cartesian region. Different choices of coordinates (different asymptotic observers and their
synchronizations) can give rise to different values of angular momentum.
For other notions of energy and angular momentum in general relativity, see the review
by Jaramillo and Gourgoulhon (2010).

5.4 Matching of solutions

Matching techniques of different space-time regions to result in one global solution provide
the means to construct conformal diagrams of complicated space-times from those of
simpler ones.

The Schwarzschild space-time, for instance, is an explicit solution illustrating several
general properties of black holes such as trapped regions, horizons and singularities. But
it describes neither the formation of the black hole in a collapse process nor dynamical
properties after the black hole has formed. It is thus of interest to construct models of
collapsing matter that display the general behavior of trapped surfaces and the consequences
of horizons and singularities.

To model a collapsing star, we require a distribution of matter in its interior with vacuum
space-time outside the star’s surface. The whole space-time has to obey Einstein’s equation,
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z

Fig. 5.17 The matching surface  splits space-time into components M*, with the normal vector n*
of T (or the cross-normalized vector £¢ in the null case) pointing toward M.

for whose solutions several examples are easily available separately in the presence of
matter as well as in vacuum. However, we must also ensure that the equation is satisfied for
fields residing on the star surface, separating the well-known regions. This can be done by
matching interior and vacuum solutions at this boundary, imposing conditions for limiting
values of the fields when the surface is approached from both sides as part of a complete
solution.

Idealizing the surface as a sharp transition from matter to vacuum requires some care
in discussing the fields. At the surface, the energy-momentum tensor 7 is discontinuous.
On the other hand, not all geometric quantities can be discontinuous if the Einstein tensor
G, and the derivatives it contains are to be regular. This observation provides matching
conditions for suitable space-time metrics in the two bordering regions. If these conditions
can be satisfied for given choices of inside and outside metrics, a valid model of a star is
obtained. General discussions of matching in different situations have been provided by
Clarke and Dray (1987) and Mars and Senovilla (1993), based on seminal work by Israel
(1966).

In this setting, as sketched in Fig. 5.17, we have the matching surface ¥ bounding
two different space-time regions (M™*, gj:b). Since both regions overlap at X, there must
be a map dM~ — dM™ linking the boundaries of M and M~, which then provides
an identification of the two tangent spaces induced on ¥ by viewing the surface as the
boundary of M™ and M ™, respectively, identified as one surface by the mapping. In order
to complete the identification of the full tangent spaces of M* at X, we also identify the
normals n =: n¢ of X. (We choose n¢ to be inward-pointing and n? outward-pointing to
be specific.) If the matching surface is null, a case we will discuss separately, n? is tangent
to the surface, and we choose a normal £ cross-normalized with n¢, {n, = —1, pointing
into M.
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Example 5.4 (Null surfaces)

Null surfaces and their normals have already been used several times. At this stage, some
of the differences to non-null surfaces will become important. Consider the example of
the null surface ¥ : x — t = const in Minkowski space. We directly obtain the co-normal
ng, = (d(x — 1)), = (dx), — (dt),, and one can easily verify that it is co-normal to the
surface: n,v® = 0 for all v* tangent to the surface. Raising the index, we have n® =
(0/0x)* 4 (9/01)*, a tangent vector to the surface, since n,n® = 0 with n* null. Indeed,
n®V,(x —t) = 0 such that displacements along n® stay on the surface . A transversal
vector to the null surface is obtained not by raising the index of the co-normal, but by
determining the null vector cross-normalized with n,. Here, £¢ = %(—(B/Bx)“ + (9/91)%)
is null, transversal to & (£*V,(x —t) # 0), and satisfies £“n, = —1. Both n* and £* are
future-pointing, which is ensured by the cross-normalization to a negative number.

Bothregions, (M ™, g;’b) and (M ™, g_,), induce metrics hfb on X, which must be identical
for a valid matching; otherwise, the extrinsic curvature K, = %Enhab of ¥ in the resulting
space-time would be singular on ¥, and, with the curvature relations from Chapter 3.2.3,
the Ricci tensor R,;, would have a singularity. Since the metric is regular, even though
discontinuous, the Ricci scalar g%’ R,;, would diverge, implying a curvature singularity.

If the induced metrics agree, on the other hand, all tangential derivatives of the space-time
metric are continuous: for any v¢ with v’n, = 0 we have v°A(9.g,5,) = 0 where we use the
notation

Aft)= lim f(y)— Mflir){lﬂ F (5.5

for the discontinuity of a function f. The space co-normal to X is spanned by n}, and so
derivatives of the metric must have a discontinuity of the general form A(d.845) = R¢Vap
with a symmetric (non-tensorial) object y,; that measures the discontinuity of d.g,,. From
this, a discontinuity

1 1
AFZL. = EA (gad(abgdc + 8L'gbd - adgbc)) = E(nbyf + ncyl;l - naybc) (552)

of the connection coefficients follows: I'j, is the sum of a continuous distribution and
0x, AT";, with the surface step function 65 taking the values j:% in M*.

Example 5.5 (Surface step and delta functions)
We use the step function 0, with values :l:% in the manifolds M* with common boundary %
in order to describe discontinuities across X. Its derivatives along directions not tangent to
¥ result in Dirac-type delta distributions 8x,, vanishing in M\ X and satisfying [dxdn =1
when integrated along a curve n(t) from M~ to M, normal to T at the intersection point.
The tangent vector of the curve where it intersects X is thus n® if ¥ is non-null, and £* if it
is null.

While tangential derivatives of O, vanish, v°V_.0s = 0 for all v* tangent to X, normal
derivatives result in delta distributions. Again using the fact that the co-normal space to
X is spanned by n,, we can write V.0s « n.8x. To determine the coefficient, we integrate
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[ nV,05dn = 9; — 05 = 1 and compare with [ n®n,8xdn = —1 for a timelike surface
and [ n°n,8zdn =1 for a spacelike one. For a null surface, £ is used instead of n* as
the tangent to the normal curve (while the co-normal n, remains in V .0y X n.8x), also
resulting in [ €°n,8xdn = —1 with cross-normalization. Comparison then fixes V.05 =
—n.8yx, for timelike and null surfaces, with a plus sign instead of the minus for a spacelike
surface.

Then, also' R, Wﬂl be discontinuous or could even be singular of §-function form:
R,y = Rgzn_mg + RZlbngSZ. The coefficient of the §-function arises from normal derivatives
in the general expression

Rap = VT, = ViT'e, + T4 T, — T84T,
of the Christoffel coefficients and takes the form
R = n AT, — n, AT,
= 5 (ancyy +nenpyy = nenvap = npnayYe = npncyy + npn‘yac)

1 1

NN Yaye — En"ncyab - Enanb)/f :

The Ricci scalar thus has a §-function coefficient
RS = ppby,, — n“nayf (5.53)

and the Einstein tensor one of the form

sing sing sin
Gab = Rab - ER gg”b

1

1 1
= 1R Yae = S NeVab = SNaMbYE zgah(rfndm —nneyd).  (5.54)

These equations are valid for any value of nn., including the null case in which some terms
drop out. Further considerations and the precise matching conditions, however, depend on
whether the normal is null.

5.4.1 Non-null matching surface

If the surface is not null, we can normalize the normal to n°n, = 1 and explicitly write
the induced metric on the matching surface ¥ as h,;, = g & n,np. The induced metric is
continuous, producing the same value, irrespective of whether we induce it from M™ or
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M~ . Extrinsic curvature is regular but discontinuous:

AKgp

AhEVnp) = — AT nghl)

1
= —E(ncndylfl + npnayd £ yer)(gS £ nny)

1 d d c, d c
—E(ann(ayb) £ Yap — Rala¥y £ natpnn®yea +nngyep)

d 1 1 c.d
= ~NalaYp) F 5 Vab F SN N Yea (5.55)
and
a 1 a_ b a
AK; = —E(n n“Ya £Y,). (5.56)

If we compare this with (5.54), we see that
G¥ = —AKup + hap AKE (5.57)

which shows that the Einstein tensor is non-singular if and only if K, is continuous.

For a regular stress-energy tensor, the Einstein tensor must be regular, which provides
the junction conditions K;'b = K_, in addition to h:b = h,. If the energy-momentum
tensor has a §-function singularity, which would mean that there is a surface layer of
energy-momentum on %, the Einstein tensor is allowed to have a singular part, required
to agree with that of the energy-momentum tensor: G),® =8xGT,,"™. Via the resulting
discontinuity in K, fixed in terms of T, %, the matching is again determined.

Practically, to see whether one can consistently match two space-times along a surface,
one makes a choice of how to embed the matching surface in each of them, and then
computes the induced metrics and extrinsic curvatures as seen from both space-times.
Finally, one checks whether they can be made to agree. This is most interesting in the
case of a timelike rather than spacelike matching surface, for the spacelike matching is
nothing but a rederivation of the initial value problem of Chapter 3.4: junction conditions
for spacelike X can be interpreted as saying that on ¥ we must have initial conditions for
M™ in agreement with the final geometry as seen from M~ (if n is future pointing to M1).
The timelike case is, however, new and provides interesting possibilities for constructing
new solutions. A detailed example is provided after the discussion of null matching surfaces.

5.4.2 Null matching surface

If n“n, = 0, we have a second null vector £ and cross-normalized with n,: £*n, = —1.
Instead of a spatial metric on all of X, we induce a spatial metric g,; on cross-sections
of X normal to both n* and £ by gu» = gar — 2€(4n1p. In this case, instead of extrinsic
curvature, various derivatives of both null normals appear. The singular part of the Einstein
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tensor becomes
1

“ d
G:;g = ncn(bya)c — Enanby; — zgabncl’l Ged

. 1 . . 1 )
= nneYae — Enanbm(q“‘ —20“n?) — EQabncnchd + Lanpynn®yeq

1 1
= _inanhycdqm + nanbzcndycd + ncn(bya)c + K(anb)ncndycd - Q‘Iabncndycd
= nanp Ay — 2An@unp) — Awqap (5.58)

where we used n,1,0nyeq + nnpYaye + Lanynn?vea = nveaqinp) and introduced
O, = q”d V£, (the expansion of the null congruence defined by £¢), n, := and V. £, and
w = £,n°V.n“. They have discontinuities

1
Ay = —q“ AT, = —Eq”m

1 .
—gin? ATl = —=qn e

An,
7 2

. 1 X
Aw = Ean‘Angnb = Enbn‘ybc

which justifies our use of these quantities in Gzi;;g . Thus, for continuous 6y, 1, and w the
Einstein tensor is non-singular on the matching surface. There are only four conditions
rather than six for the symmetric K, in the non-null case; null-junction conditions are thus
weaker. In particular, the full Riemann tensor R,,.“ can be singular on a null matching
surface even if the Einstein tensor is non-singular, i.e. without a matter source of a surface
layer. Physically, this singular situation corresponds to a gravitational shock wave.

5.4.3 Oppenheimer—Snyder model

Oppenheimer and Snyder (1939) model a collapsing homogeneous star surrounded by
vacuum by matching an FLRW solution as the interior to a Schwarzschild exterior. As
the collection of world-lines for all particles on the star’s surface, the matching surface X
should be timelike.

Our interior metric is now given by

ds? = —dt® + X(z, r)*dr? + Y (1, r)?dQ? (5.59)

where
a(t)
In contrast to a cosmological model, we do not use this line element for all of space-time,

but, as in Fig. 5.18, cut off the manifold at a value r = R to define the matching surface ¥
as a boundary of M. Its unit normal vector is n¢ = X~'(3/9r)¢ and it inherits an induced

X(t,r) = Y(tr,r) =a(t)r. (5.60)



5.4 Matching of solutions 223

r=0 r=R 2)

Fig. 5.18 Oppenheimer—Snyder model: a portion of an FLRW space-time between » = 0 and r = R
is matched to a portion of the Schwarzschild space-time along x (v).

metric (r = const) i, dx"dx” = —dt? + Y2>dQ%. This gives us the extrinsic curvature
- 1 - 1 c - - c - c
Koy = 53 Lahizy = 301 0uhy 4 iy dun + i dpn ) (5.61)
with components
. ) I D 78
Ko =0=Ky, Kyy = znfarhzw =X

and similar components with ¢ instead of ¢
For the exterior, we use the Schwarzschild space-time with a metric in Eddington—
Finkelstein form:

ds? = — <1 - ZGTM> dv? 4 2dvdy + x2dQ?. (5.62)
This coordinate system allows us to cross the horizon, if necessary, without changing the
chart. We only take a portion for x > x(v) as an exterior region sketched in Fig. 5.18,
to be matched to the FLRW interior. Since the precise relationship between the regions is
unknown so far, we distinguish the coordinates (v, x) from (z, r) used for the interior. The
relation v(7), x(7) atr = R, once derived, will determine the form of the matching surface
in M. We have, however, already identified the angles in dS2, as we are free to do, since
both metrics are spherically symmetric.

On a general matching surface in M™, parameterized by (v(t), x(z)) in terms of a
parameter t, later to be identified with the FLRW proper time, we have the induced metric

2GM
htdx“dx? = — ((1 - ) 0% — 21');() de? + x?dQ?
be

where the dot denotes differentiation by 7. (Unnormalized) normal vector components obey

+ )
m, = Vv — XfVaX

obtained from m;dx* = dv — g—;dx =dv — %dx as the co-normal vector to the surface
v — v(x) = const. (This holds locally where y () is invertible such that #(x ) can be inserted
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in v(t) to obtain v(x).) With the norm

2GM
gabm m+—l—T—2;
the unit normal vector components are
; 1 X 1 -2GM/x — x/v
nt = , ni = — .
t VT =2GM/x —2x/v T JT=2GM]x =230

This gives us the relevant components of extrinsic curvature in

2
<K+ +2K5 =~ dx + K, (d—x> )dv2
X dv dv

which we are not going to need explicitly, and

Lot ., 1 —2GM/x — 4/0_
Y VT =2GM/x —2x/v

Kz;ﬁ:z

With these preparations, we formulate the junction conditions:

hi, = hy,: weobtain x(t) = Y(t, r) = a(r)R which for a given interior a(t) determines x on the
exterior matching surface up to the free parameter R.
hi = h7,: the equation (1 —2GM/x)¥* — 20x = 1 provides a differential equation

dy\* %2 . 2GM d
(ﬁ) =Xi)—2=a2R2 (1_7_2£) (5.63)

for x(v). The relation between the exterior coordinates is now determined (up to the value of R),
fixing the matching surface in M.

K = K_: another differential equation

+ + dx + (9 _
K+ 2K L+ K (dv) =0
results for x (v), which turns out to be automatically satisfied given the other junction conditions.
Together with the h..-matching, we have fixed x (t) and v(t) consistently. After this matching of
the boundaries of M~ and M* as a single matching surface X, no free function is left and the only
remaining parameter is R.
K+, = Ky, afinal equation

1 —2GM/x —dy/dv _ YY'
X T—2GM/x —2dg/dv X

(5.64)
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remains to be satisfied on the whole matching surface. Using x = Y from the 4 ,,-matching, this

can be written as
Y\’ 26M  d
P 1 - 27X
X X dv

26M\*  _dy 2GM dyx \?
=(1-2=22) 22 (-2 )+ (2

Y dv Y dv

2GM\* d 2GM . 2GM d
=(1-=2) 2 (- =) (1 -2 X

Y dv Y X dv

26M  _d 2WGM .
- (1———2—X>(1——+Y2>
X dv Y

where we used the /,,-matching in the next-to-last step. This equation can then be solved for the
mass

GM ly 14+ 72— r ’ zlaR(l—i—rzdz—(l—kRz))
2 X 2

1
3 R3a(a® + k)

using that X = a/+/1 —kR? and Y = aR at the matching surface. This expression, as the mass
parameter of the Schwarzschild solution, must be time independent, a condition which restricts
the allowed matter content of the FLRW interior. The equation can be reformulated as

0. (5.65)

a a? a’R3 3

<a>2 k 2GM  8rG
By comparison with the Friedmann equation, pressure is required to vanish in the star in order for
the energy density to behave like a—>. For zero pressure, we then have

4
M= ?”R%ﬁp = Vp (5.66)
which relates the star’s mass to its volume and energy density p.

Now, all junction conditions are satisfied and we have a combined space-time solving
Einstein’s equation everywhere. The derivation shows that the existence of a consistent
matching is non-trivial: there were several junction equations which made use of detailed
properties of the interior and exterior metrics. In particular, an FLRW model with non-zero
pressure cannot be matched to a Schwarzschild exterior. Physically, the non-zero pressure at
the surface would cause matter to be ejected, in conflict with a vacuum exterior. (To model
this situation, one could, for instance, use a Vaidya space-time or a generalized version of
it, where the coordinate dependence M (v) or M (v, x) allows more freedom to satisfy the
matching equations; see Exercise 5.12. The Vaidya space-time itself will be discussed in
the next section.)
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1

Fig. 5.19 Conformal diagram of Oppenheimer—Snyder gravitational collapse. The hashed region is
the homogeneous piece representing the collapsing star, which cuts off most of the Kruskal extension
of the vacuum Schwarzschild solution.

The Oppenheimer—Snyder matching can be used to construct the conformal diagram of
this collapse process. We start with the conformal diagrams of FLRW and Schwarzschild
space-times, and, as drawn in Fig. 5.18, cut out the parts used in the matching as interior
or exterior space-times, respectively. In the closed model, for instance, we can start with a
time when a = 0, such that our collapse commences with a surface at rest. We choose a
radius R satisfying 1 — kR? > 0, to ensure that R = const is in fact a surface in the interior
of the cosmological space-time, and aR > 2G M to have a star surface initially outside the
horizon as seen from the exterior. To the future, we have a < 0 and the surface collapses.

The interior will develop a singularity in the future, which must match with the singularity
in the Schwarzschild geometry. This can only happen if the surface » = R intersects
the horizon, at a time when 2GM = x =Y = a(t)R is satisfied. At this time, we have
Y2 = (Y/X)*andthusa® = 1 — kR? > 0, i.e. the shell is still collapsing. From the behavior
of isotropic models, we know that, after @ = 0, @> grows monotonically and diverges at a
finite 7. The horizon condition @2 = 1 — kR? is thus satisfied exactly once, and the horizon
is always crossed but never re-exited. The matched picture provides a conformal diagram
of collapsing matter with a regular past, a horizon, a trapped region and a future singularity
as in Fig. 5.19. Most of the Kruskal extension of the exterior Schwarzschild space-time is
cut off and replaced by the matter interior.
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Fig. 5.20 Null dust falling in from [J~. The energy flow is a function of the null coordinate v which
varies along J .

5.4.4 Vaidya solution

The Vaidya solution

r

2GM
ds? = — (1 - ¢> dv? + 2dvdr + r2dQ?, (5.67)

found by Vaidya (1953), provides an asymptotically flat space-time that contains collapsing
matter. It depends on one free function M (v) > 0, required to be non-decreasing. As a
solution to Einstein’s equation, it is sourced by an energy-momentum tensor

G dM

Ty = —(V,u)(V 5.68

b= g g (Va0)(Vv) (5.68)
of null dust, corresponding to matter falling in along null lines; see Fig. 5.20: the asymptotic
Killing vector £ = (3/dv)* provides the matter flux j, = —T,,&” o« —V,v, and thus j¢ o

—(0/0r)%|y=const- Global properties of the Vaidya space-time have been analyzed by Hiscock
et al. (1982), Waugh and Lake (1986), Girotto and Saa (2004).

In order to model spherically symmetric collapsing matter, we assume a situation depicted
in Fig. 5.21 in which M(v) =0 for v < 0 and M(v) = M constant for v > vy > 0. In
between, matter is falling in along null lines from 7~ such that M (v) is increasing from zero
to M between 0 < v < vg. We have a piece of Minkowski space-time for v < 0, a piece of
the Schwarzschild solution for v > vy and part of Vaidya space-time in the region 0 < v <
vog where the collapse takes place. There are two matching surfaces along the null lines v = 0
and v = vp. Matching conditions are easy to satisfy: The only discontinuity in the energy-
momentum tensor is in the component 7, at null lines where dM /dv is not continuous. The
main quantity required to be continuous is the expansion 6; « 1 —2G M (v)/r, which is
indeed continuous provided that M (v) is continuous. Thus, the null-junction conditions are
satisfied, and our matched space-time presents a solution to Einstein’s equation everywhere.
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Fig. 5.21 Minkowski space in the past is matched to Schwarzschild space-time in the future through
an intermediate region where null dust falls in during a Vaidya collapse phase.

We now model the collapse region by a linear increase GM (v) = pv for 0 < v < vy
with constant . As exploited by Hiscock et al. (1982) for the construction of conformal
diagrams as follows, this choice has the advantage that a conformal Killing vector field

c—y (2 ) (LY 5.69
: —”<£> “(a—r> *(&) 669

exists (Exercise 5.13), expressed here in new coordinates z = v/r, { = logv. In these
coordinates, we have z = const along the trajectories of the conformal Killing vector field:
£*V,z = 0. The range of the new coordinates is 0 < z < 00, —00 < ¢ < log vy, and we
obtain the line element

2
ds? = — (1 - ﬂ) dv? + 2dvdr + r2dQ>
r

2 2 » 2 1 2
=X (= (1-2uz— =) de* - Sdedz + —dQ? ) . (5.70)
Z Z Z

We recognize the conformally symmetric nature because the ¢-dependence occurs only in
the conformal factor. In what follows, we will mainly analyze e~2¢ds?, which is sufficient
for a conformal diagram except at places where e = 0, at which the diagram will be
extendable for the actual space-time (5.70).

As in Chapter 5.3, for the construction of conformal diagrams it is useful to introduce
double-null coordinate, making the radial-time part of the metric purely off-diagonal. To
do so, we eliminate the term d¢? in the line element by introducing a new coordinate
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n := ¢ + f(z) such that
2\ 2
(1 —2uz — —) f@=-. 5.71)
z Z
We then have
2 2 , 2
— 1—2uz—2 d¢dn = — I—ZMZ—E d¢ —;d{dz

as a representation of the line element in double-null form:
2 2 2 e
ds*=e” | — |1 —2pz— - )d¢dn+ dQ7) .
b4 z
The differential equation (5.71) is solved by the integral
fl)=-2 / Z & (5.72)
9= xQux? —x+2) '

of a function with poles at z = 0 and z4+ = }UU,‘I(I + /1 —16u). As a consequence, the
new coordinate 7 is not always globally defined, since f(z) may diverge at finite values of
z, and we have to discuss different cases, depending on the behavior of the poles.

5.4.4.1 Spacelike singularity

For ;> 1/16, there is only one real pole at z = 0 and we always have 2uz> — z +2 > 0.
The function (5.72) is integrated to

1 1 dpuz —1
= —1I —log(2uz* — 2) — ——— arctan ——— 5.73
f@ ogz+ 5 ogQuz" —z+2) T arctan Ton =1 (5.73)

providing a coordinate n = { 4+ f(z) that is well defined for all allowed values of z. In
particular, we have n = ¢ — log z + g(z) with a function g(z) bounded at z = 0.

The collapse region is described by a global double-null pair (¢, 1), in which we have
the following limiting behaviors:

e 1 — oo is reached for any finite ¢ if z — 0. For z = o0, n — =00 diverges (the sign depending
on the value of p in the allowed range).

e ¢ — —oo for finite 7 if z — 0 in such a way that ze™¢ remains finite, and { — oo for finite 5 if
7 — 00.

This asymptotic behavior of null coordinates determines the boundaries in the sense of 7+,
but there is also a singular part of the boundary: for the Vaidya metric, we have a curvature
invariant of the form

48G M (v)?
R©PUR peq = % = 48270 ¥ (5.74)
r
which diverges for z — oo when ¢ remains finite.
In order to disentangle the different parts of the boundary, we first look at the case where

vy — 00, i.e. the mass function M(v) increases linearly from zero at v = 0 to infinity
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Fig. 5.22 The Vaidya region for i > 1/16. The solid boundary is J~, the bottom dotted one is
extendable, and the dash-dotted one is singular. The upper triangle is cut off by the singularity.

without ever stopping at a constant value. We obtain a space-time region of triangular
shape, with boundaries of three different types; see Fig. 5.22. For { = logv, we use the
full real range in this case, but space-time is extendable through { — —oo where the
conformal factor e?¢ vanishes: the actual metric (5.70) serves as a conformal completion of
the ¢-independent line element that we are analyzing. In fact, in the original coordinate v,
the region where { — —oo corresponds to a finite boundary. The boundary is an extended
region if n = ¢ + f(z) is allowed to run through a set of finite values, which is possible
provided that z = O there: only then can the divergence of ¢{ be cancelled by a pole in
f(z). As seen above, the approach at finite  always happens in such a way that ze™*
remains finite, such that the curvature invariant behaves like ¢2¢ and vanishes; this part of
the boundary is thus non-singular. The allowed range of n provides the first edge of our
triangular boundary.

The other two edges correspond to physical, non-extendable boundaries of space-time.
Next, we take n — oo which allows all values of ¢ if z — 0. Also here, curvature remains
finite and presents a regular part of the boundary. Now, the conformal factor e is finite; thus,
the boundary is asymptotic and presents past null infinity, since it maps out all finite values
of v > 0 in our allowed range. The final part of the boundary is obtained for finite ¢ and
n, but z — oo (and thus r — 0). This provides a singular boundary because the curvature
invariant diverges. It is not a null boundary because both null coordinates are finite, which
is possible at z — oo when the logarithmic singularities in f(z) = n — ¢ cancel for 7 —
oo (and ¢ is independent of z). This completes the conformal picture, Fig. 5.22, of the
diagram in the region of 0 < v < oo, provided that the linear increase of M (v) goes on
forever.

However, we are only interested in a region of finite range 0 < v < vy after which the
infall of matter stops and we settle to a black hole of mass GM = GM (vy) = pvg. We
take a finite part of the conformal diagram obtained by cutting off an upper-right triangle
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Fig. 5.23 Conformal diagram of Vaidya collapse for u > 1/16, matched to Minkowski space in the
past and Schwarzschild space-time in the future.

corresponding to v > vg. Above the open edge, we match to Schwarzschild space-time with
mass M, connecting the two 7~ and the singular regions and adding in the 7+, i " and i 0 of
Schwarzschild. To the lower left, we extend the diagram by matching to Minkowski space
because M(0) = 0 is approached there. This provides the complete conformal diagram,
Fig. 5.23, of a collapse model in which infalling matter is described by null dust. All
boundary points in this diagram are either asymptotic, singular or symmetry centers; the
diagram is thus complete. (Again, the matching is possible because the relevant parameters
required to be continuous only depend on M (v), not M'(v).)

Qualitatively, the diagram is the same as that obtained in the Oppenheimer—Snyder
model. But there is a new feature: in the Vaidya region, we can past-extend the horizon
of the Schwarzschild region by the boundary of the region of spherical trapped surfaces,
described by r = 2M(v) (as in Example 5.3). Since M(v) is not constant but decreases
to the past, this line recedes to the interior and touches the singularity at v — 0. Such
a horizon behavior is very different from that of the event horizon, which is obtained by
past-extending the Schwarzschild horizon as a null surface. In particular, while the region of
trapped surfaces cannot overlap with the Minkowski patch, the event horizon does enter the
initially empty vacuum region even though no causal contact with the infalling null matter
could have existed at these times (and no trapped surfaces have formed). This illustrates
the global nature of the event horizon, which requires knowledge of the entire future to
determine its complete extension.
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Fig. 5.24 Coordinates in the Vaidya region for u < 1/16.

5.4.4.2 Null singularity
For 0 < u < 1/16, we integrate (5.72) to obtain

2 2 2
—r—logz— P toglz—zpl+ P oglz—z | (5.75)
7 JT=161 JT =161

which is ill defined at z4 = $p7'(1 £ /T — 16p). We thus require three different patches
of double-null coordinates, correspondingto 0 <z < z_,z- <z <zyand z > z4.

Also here, the collapse region is bounded by two null lines parameterized by ¢ and 1. A
diverging n will again correspond to some part of 7 ~, while the boundary lines spanned
by all finite n provide null matching surfaces to Minkowski space and the Schwarzschild
solution, respectively. As before, we first allow v to grow without bound, and will later cut
out the relevant part up to v = vg. The range for ¢ is thus the whole real line.

At { — 00, we must consider two ranges of n, drawn in Fig. 5.24, since n diverges at
z = Oandatz — z4.For z — z_, onthe other hand, » may remain finite, depending on the
precise approach of ¢ — 00 so as to cancel the ¢-divergence with that of the last logarithm
in (5.75). The null line { — oo thus has two components, both of which correspond to
points where z — z_ with finite . On one component, z_ is approached from below and on
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Fig. 5.25 Conformal diagram of a Vaidya region for ¢ < 1/16 with unbounded linear increase of the
mass. Coordinate lines of constant z are dotted. Dash-dotted lines are singularities.

the other from above. Also, 7 — 0 and z — z. lie on the boundary part with { — oo, but
since they require  — 00, too, they only present single points in the conformal diagram.

For ¢ — —o0, on the other hand, there are three components: we necessarily have
n — —oo for z — z_, giving a single point on the boundary, but 1 can be finite if z — 0 or
z — z4. There are now three boundary contributions, corresponding to z — O and z — z4
from below as well as from above.

Not all the boundary contributions are regular (see Fig. 5.25): curvature diverges when-
ever z — oo and ¢ remains finite, or when ¢ — —oo and z # 0. The first possibility
provides a space-like singularity, as in the previous case, but the second possibility is a
null singularity because it lies at constant values of the null coordinate ¢ — —oo. It is
an extended region rather than a single point because it encompasses the whole boundary
where z — 7. On the remaining { — —oo part, where z — 0, on the other hand, curva-
ture is finite but the conformal factor ¢ of the metric (5.70) becomes zero. Space-time
is extendable across this boundary part where v = 0, and here we can match to a past
Minkowski region.

To match to Schwarzschild in the future, we take the collapse region only up to a finite
value of ¢ corresponding to v = vy. Here, the mass has grown to GM = pvy, which we
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Fig. 5.26 Conformal diagram of Vaidya collapse for u > 1/16, matched to Minkowski space in the
past and Schwarzschild space-time in the future. A naked null singularity and a Cauchy horizon
develop.

use for the Schwarzschild region to be matched. The Schwarzschild region then provides
Jt of the complete diagram, Fig. 5.26, and the part of the singularity that matches the
space-like singularity of the collapse region. It also shows a horizon, which is located
at Zhor = Vo/Thor = 1/21 > z4. Due to zyor > z4, there is always some part of the null
singularity that lies outside the event horizon: the singularity is naked because it can emit
signals to 7 *. The boundary of the causal future of the naked singularity is called a Cauchy
horizon. Evolution from an initial spatial slice is well posed only outside the Cauchy
horizon. (In general, there is a locally naked and null singularity if M(0) < 1/16, even if
M (v) is not linear.)

5.4.5 Cosmic-censorship conjecture

Space-times with naked singularities, as encountered in some of the Vaidya solutions, are
not globally hyperbolic and fail to provide predictivity in the sense of an initial-value
formulation. This physically unpleasant situation has given rise to the cosmic-censorship
conjecture which posits that gravitational collapse of generic initial data always leads
to singularities that are covered behind horizons. The conjecture has not been proven in
general, but, so far, no counterexamples have been provided.
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Here, it is important to keep in mind the requirement of generic initial data. As we have
seen in the discussion of Vaidya solutions, large classes of models do exist in which naked
singularities form in gravitational collapse. However, due to their symmetry, these solutions
do not provide generic initial conditions. As analyzed by Podolsky and Svitek (2005), one
can perturb around the Vaidya solutions, for instance in the form of Robinson—Trautman
metrics

2 M 2 r?on
ds“=— | K +2ro,log f —2— ) dv” + 2dvdr + ng
r

with the mass function M(v), as in Vaidya space-times, but also including an arbitrary
perturbation by a non-spherical f(v, 9, ¢). The perturbation f, for this class of models,
then defines K = f2(1 + A, log f) where A, is the Laplacian on the unit 2-sphere with
line element dQ22.

With the stress-energy tensor of Vaidya, this is a solution to Einstein’s equation if

of  fAK
v 12M®)

A collapse region perturbed in this way can be matched to past Minkowski and future
Schwarzschild as before, but now it turns out that solutions for f diverge for v — oo.
Thus, the complete Vaidya solution is not stable against perturbations, and the naked
singularities they show are not generic. This instability of a physical phenomenon, in this
case the formation of naked singularities, means that the phenomenon can have only limited
meaning. (An example of a stable phenomenon is the general occurrence of singularities of
the general type in terms of geodesic incompleteness, which is a generic feature according
to the singularity theorems.)

Incidentally, Robinson—Trautman metrics also exhibit an interesting behavior regarding
their differentiability. Just like Vaidya solutions, they can be matched to Minkowski space
at v = 0, where f cannot be smooth. Instead, for M (v) = puv we have the following two
cases:

1. If 2/ is an integer, f is 30/ — 1 times differentiable at the matching surface. Since pu < 2 for
2/ to be integer, this means that f is at least 14 times differentiable. In the limiting case of
w = 1/16, it is 479 times differentiable, but not more.

2. Otherwise, f is {2/u} times differentiable, which designates the largest integer smaller than 2/ .
If u > 2, f is not differentiable but continuous.

5.5 Horizons

A horizon, in contrast to a sharp surface such as the boundary of a star, captures the notion
of the border of a black hole. We have already seen several examples in explicit solutions,
as well as the importance of horizons to characterize the occurrence of strong gravitational
forces able to capture even light. While the physical picture as a region trapping light is
intuitive, the general mathematical situation is not so clear. There are different definitions
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of horizons, which in many cases lead to different pictures of the behavior. A precise
definition, however, would be important, for instance to discuss the merger process of two
black holes; if we are not able to locate their horizons precisely, we cannot tell when a single
horizon has formed, indicating that the black holes have merged. Some of the properties
associated with different notions of horizons are discussed in this section.

5.5.1 Notions of horizons

The event horizon, defined as the boundary of the past of 7, is a global concept. The
past is the set of all points that can be connected to 7+ by future-pointing timelike or null
curves. Thus, the event horizon is always a null submanifold. It requires global knowledge
of space-time due to the use of J ™ in its definition.

A more local definition of horizons uses future-trapped surfaces which can be analyzed
without reference to asymptotic regions: as defined in Chapter 5.1.2, these are closed spatial
2-surfaces S such that both future-pointing null normal congruences emanating from them
have negative expansion. A marginal future-trapped surface is the limiting case of a closed
spatial 2-surface such that the expansion of one future-pointing null normal congruence
vanishes and the other one is negative. Future-trapped surfaces can only lie within an event
horizon in asymptotically flat situations, because the necessary presence of conjugate points
along both null congruences prevents null curves from reaching 7 ; thus, they cannot be
in the past of J*. The motivation for the following definitions is that the limiting case of
marginal trapped surfaces may provide a good local definition of a horizon, which in fact
in some cases agrees with the event horizon.

The definition of an apparent horizon is based on a foliation of an asymptotically flat
space-time into spatial slices 2. On each slice, the set of outermost marginal trapped surfaces
lying in ¥ defines the place where the apparent horizon intersects the slice. (Outermost
surfaces are here defined as those closest to the asymptotic region along the slice.) Stacking
up all slices of the foliation and the outermost marginal trapped surfaces within them then
provides the 3-dimensional manifold of the apparent horizon in space-time. While this
notion is more local than that of an event horizon, it has the disadvantage of being foliation-
dependent. Moreover, for a given foliation, only trapped surfaces within an entire ¥ are
considered, a procedure that may overlook other trapped surfaces (as discussed explicitly
by Wald and Iyer (1991)). It turns out that the apparent horizon may be discontinuous,
for instance in the collapse of two black holes. This concept of a horizon, as described
by Thornburg (1996, 2007) is used mostly in numerical simulations, which are already
based on the evolution of data on spatial slices and provide an underlying foliation by
their setup.

A trapping horizon as defined by Hayward (1994) is a 3-dimensional surface H in
space-time which allows a foliation by marginal future-trapped surfaces. This concept
requires neither asymptotic structures nor a foliation of space-time and thus eliminates
the disadvantages of event and apparent horizons. (The notion of a trapping horizon has
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Fig. 5.27 Two null vectors n* and £¢, and the tangent v* to the horizon, with cross-section by the
2-sphere S.

been used to introduce various types of horizon based on the behavior of marginally trapped
surfaces, most of which are situated in the class of isolated and dynamical horizons reviewed
by Ashtekar and Krishnan (2004), and with an application to numerical relativity by Dreyer
et al. (2003) and Schnetter et al. (2006).) Given a trapping horizon, we have 2-dimensional
cross-sections S that are marginal future-trapped. For each cross-section, there are two
future pointing null normals £¢ and n“, cross-normalized to £“n, = —1, one of which, say
£7, has vanishing expansion, 6, = 0. On the cross-section S, we have an induced metric
Gab = 8ab + 214 Lp).

5.5.2 Spacelike properties

For a marginal future-trapped surface, we have by definition 8, = 0, 6, < 0. We call the
horizon an outer trapping horizon if n?V,0, < 0 at any of its 2-sphere cross-sections S,
where we extend £ to a neighborhood of S. In this case, the trapped region lies in the
direction of n“. The null version of the Raychaudhuri equation

1
0V,0, = —593 — o — R0t

with w,, = 0, due to hypersurface orthogonality to S, then implies properties of the trapping
horizon as a hypersurface in space-time.

By definition, S is a spacelike submanifold of the trapping horizon H. The normal to §
within H is proportional to v* = £¢ + an“, as in Fig. 5.27, since £ and n“ generate the
normal space to S. Along H, 6, = 0 stays constant and we have

0=11vV,0, = £°V,0, +an’V,0, ;

thus,

L4V ,0,

n”V;,Og ’
For an outer trapping horizon, n®V,6, < 0, while £V,6, < 0by the Raychaudhuri equation
if the null-energy condition, and consequently R,,£*¢> > 0, is satisfied. Thus, the normal
to S in H has norm g,,v*v® = —2« > 0 and is spacelike. Since the tangent space to H is
generated by v? together with the tangent space to §, all vectors tangent to H are spacelike:
future outer trapping horizons are generically spacelike if the null-energy condition holds.
They are null if their normal congruence £¢ is shear-free and R,;, = 0 on them. Only in this
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case, which can be interpreted as the absence of gravitational radiation and matter at the
horizon, can the trapping horizon agree with the event horizon.

Example 5.6 (Trapping horizon in the Vaidya space-time)

The Vaidya space-time is spherically symmetric, making it easy to find spherical marginally
trapped surfaces. Using only spherical surfaces, however, is a restriction of the general
set of trapped surfaces to be considered according to the definition of a trapping horizon;
we will only obtain a lower bound for the radius of the trapping horizon in this way:
there may well be non-spherical trapped surfaces outside the region of spherical trapped
surfaces. Such trapped surfaces have indeed been found numerically by Krishnan and
Schnetter (2006) as well as analytically by Ben-Dov (2007) in the Vaidya space-time;
Eardley (1998) has conjectured that every point within the event horizon allows a trapped
surface through it, and Bengtsson and Senovilla (2009) have constructed trapped surfaces in
the matched Vaidya space-time as constructed here even through points in the flat Minkowski
region. The region of spherical marginal trapped surfaces satisfies r = 2G M (v), a surface
which has the co-normal n, = V,r —2G(V,v)dM /dv. For collapsing matter, we have
nn, = —4GdM/dv < 0 as the timelike normal, and thus the surface r = 2GM(v) is
indeed spacelike as expected for a trapping horizon.

Even though spherical trapped surfaces may not give the exact horizon position, the
trapping horizon cannot agree exactly with the event horizon. The event horizon is always
null, while the trapping horizon is null only if the shear of €¢ as well as R,,£*£? vanish along
it. For the Vaidya space-time, we have a stress-energy tensor T,y = (4r?) ™' (AM /dv)ngn,
where n, = V,v is the ingoing null normal to the marginal trapped surfaces slicing the
horizon. Using cross-normalization with the outgoing null normal £, we have R, ,£* 0" =
81 G Tt 0" = 2Gr=2dM/dv > 0, which does not vanish in the collapse region. Thus,
in any region where the mass function strictly increases, the trapping horizon of a Vaidya
space-time is spacelike and cannot agree with the event horizon. If there are different phases
of matter infall, as in Fig. 5.28, even a null part of a trapping horizon can be distinct from
a part of the event horizon.

Properties of spacelike horizons can often be derived from the constraint equations,
which must hold on any spacelike surface. In particular, according to Ashtekar and Krishnan
(2003), balance laws follow from integrations of the constraints over regions of the horizon.

Example 5.7 (Balance of quasilocal angular momentum)
If we denote the unit normal to a spacelike horizon by N° (to distinguish it from the
cross-normalized null normal n® used conventionally in the context of horizons), the dif-
feomorphism constraint (3.64) with a matter contribution is

1
CY = =2V, p® 4+ JdethN, T = /deth <—8

g

GDb(Kab _ KCChab) + NbTab> .

(5.76)

We now pick a foliation of the horizon into spherical cross-sections, choose a vector field
¢ tangent to the cross-sections, and integrate the ¢ C, over a finite part H of the horizon
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Fig. 5.28 Trapping horizon (solid thin) compared with the event horizon (dashed) in a collapse
situation. Infalling matter is indicated by the arrows, realized in two regions separated from one
another by a vacuum patch. The trapping horizon is null in vacuum regions, but may not fall on the
event horizon even in this case.

bounded by two cross-sections S| and S,. Integrating by parts, we have

1
— (/ ¢°rP K p/det gd?y —/ ¢“rbKab‘/detqd2y>
Sz Sl

871G

= / <¢>£, Ny T + ;(K“b — K%h“”)@qw) Vdet hdx (5.77)
H 167G

with r® normal to the cross-sections within H and the induced metric q,p = hap — rorp On
cross-sections. On the left-hand side, we recognize the change of Brown—York quasilocal
(angular) momentum (3.73) between two cross-sections (for which the subtraction cancels
out if it corresponds to a stationary metric). If ¢ is a Killing vector field of the cross-section
metrics, the change of quasilocal (angular) momentum is given by the energy flow ¢, N, T
through the horizon.

Ashtekar and Krishnan (2003) derive another balance law for the horizon area from the
Hamiltonian constraint, which is in line with a large class of results about horizon area
increase.
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5.5.3 Areaincrease

There are several general properties, provable by different methods for trapping as well
as event horizons, even though these concepts in general do not agree in terms of the
submanifold they define. One of the main results states that the cross-section area of
a horizon cannot decrease if energy conditions are satisfied. The area of cross-sections
of a trapping horizon is determined by the induced metric gy = gap + 2n(alp), as A =
[52 dy*y/detgq. Its change along the horizon, derived by Hayward (1994), is given by its
Lie derivative along the tangent vector v* = €4 4+ an“:

L, detq = detq q*’ Logay = detq q"(Logap + @ Laga)
= detq (6; + «6,) (5.78)
where we used
q" Legap = q""Valy + " CaLeny +naLols) = 6y .

On the trapping horizon, 6, = 0 and 6, < 0. Moreover, we have seen that o < 0 for
a spacelike horizon, @ = 0 for a null horizon, and @ > 0 for a timelike horizon if that
were allowed. Thus, the area must increase along a spacelike horizon, remains constant
along a null horizon and decreases along a timelike horizon. This is consistent with the
understanding that the black hole grows if stress-energy is falling through its horizon, which
could either come from matter as T,,¢“¢” or from gravitational radiation as Ufbaf” . Any
contribution of these types, both positive provided that the null energy condition holds,
results in a spacelike trapping horizon whose area grows. Again using the Vaidya space-
time as an example, we can directly confirm this general observation at the boundary of
spherical trapped surfaces whose radius is ¥ = 2M(v). The cross-sections at constant v
thus have areas A(v) = 4mr(v)> = 167 M(v)?, a function which increases if matter falls
through.

A similar result holds for the event horizon as derived by Hawking (1972), although it
is slightly different: the event horizon is always null, but still the cross-section area may
decrease if matter is falling through. On the other hand, the area can never decrease if
energy conditions hold.

5.5.4 Stationary horizons and black-hole thermodynamics

A special class of black holes is given by stationary ones, in which we have a null trapping
horizon (non-growing in a stationary situation) such that there is a Killing vector field x¢ in
a neighborhood that agrees with x = £¢ on the horizon. For instance, the Schwarzschild
horizon is stationary with x¢ = (d/9¢)“. In this case, the Killing vector field agreeing with
£¢ on the horizon is the stationary Killing vector field of space-time. But this need not be
the case in general, especially for rotating black holes. In the latter case, we have instead
x¢ =&Y+ Qy* where ¢ is a spacelike Killing vector field (for a rotational symmetry)
and €2 the angular velocity.
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In the case of a stationary horizon, the congruence defined by £¢ has special properties: by
definition, it is expansion free (outward normal to marginal trapped surfaces) and rotation
free (hypersurface orthogonal). Moreover, it is shear free because only this allows the
trapping horizon to be null. In fact, £¢ defines a null geodesic congruence.

Using the horizon as a null surface in a space-time solution without a surface layer of
energy-momentum, the matching analysis of Chapter 5.4.2 shows that @ = n, €V €% is
continuous across the horizon. (Note that the roles of £¢ and n“, using conventional nota-
tions, are exchanged compared to our notation in the discussion of null-junction conditions.)
If @ were discontinuous, spatial components of the stress-energy tensor were singular at the
surface, with a singular part with coefficient 87 GT;" ~ G*r¢ =
to place the interior of the stationary horizon in empty flat space, rather than the black-hole
exterior, the matching could be consistent only if a surface pressure P given by the singular
part of T, stabilized the horizon. This surface pressure, 87 GP = Aw, implies that we
have to exert a force on the whole surface to replace the pull of gravity normally active
when the interior belongs to a black hole rather than a surface layer of sress-energy in
Minkowski space. We identify the required counteracting pressure xk = — % AnGP = —4w
as the surface gravity acting on the boundary of the interior region:

—Awqp. If we wanted

1
K= —Enazbvbza : (5.79)

Since only derivatives along the stationary horizon are involved in x, we can replace £¢
with the Killing vector x“, and use the Killing-vector property to write

1 1 1
K = —En“x”vaamor = En“xbvaxbmm = Zn“va(xbxb)mm.

(Notice that the last derivative is not along the horizon where x”y;, = £°¢;, = 0 would be
constant.) From this equation, we can see that « is constant along £¢: using V*(x”x») =
—4k x from the definition of ¥ and with cross-normalization £“n, = —1 (which on the
horizon holds for x¢ instead of £¢, too), we have on the horizon

—d0 Lok = Lo(—4rcxY) = L VU x6) = x VeV U x6) — VU X6 Vex®
= VX VexPxp) — (VXY x) — (Vex V(X xp) = 0

where the first term vanishes because it is a derivative of x?x; along the horizon where it
is constant, and the last terms cancel each other because x¢ is a Killing vector field. For
stationary black holes, the gravitational force thus remains constant.

Moreover, if the dominant energy condition holds, surface gravity is constant all over the
spatial cross-sections of the horizon, even in situations that are not spherically symmetric. In
fact, one can show that x4V ik = — X[dR 1Xxs = Owhich vanishes because T xs, glven the
dominant energy condition, must be future-directed timelike or null. Due to 7, x%x” = 0
along the stationary horizon, this is possible only if T7¢ X5 o x¢, and thus Ry Focxs,
making x4 Vek = —xaXxc) = 0. Contraction with spatial tangent vectors orthogonal to x¢
then shows that the surface gravity is the same everywhere on the stationary horizon.
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Surface gravity plays a role in parameter changes between different black holes, which
one may think of as adiabatic processes slowly changing the stationary horizon. In such
processes, one can show that mass, surface area and angular momentum can change only
in ways respecting the relation

I
SM = SA+ Q57 . 5.80
g7 AT (5.80)

This relationship is very similar to thermodynamics. In fact, by analogy Bardeen et al.
(1973) formulate several laws of black-hole thermodynamics:

Oth law: Surface gravity « is constant on stationary horizons and plays a role analogous to
temperature.

Ist law: In adiabatic processes, the mass changes by (5.80) where k6A /87 G is analogous to 78S,
in agreement with an identification of surface gravity as temperature. This suggests that the surface
area is to be considered as a measure analogous to entropy.

2nd law: The surface area does not decrease provided that positive energy holds (which corresponds
to stability). This is again consistent because we have interpreted the area as being analogous to
entropy.

This set of analogies suggests that surface gravity « can be interpreted as a measure for
the temperature of the black hole, and A as its entropy. Then, the term x5 A in (5.80) plays
the role of 78S in thermodynamics. These laws are formal analogies,” but they can, quite
surprisingly, be substantiated: no-hair theorems show that stationary black-hole solutions
are determined only by three parameters, their mass together with angular momentum and
electric charge. (Black-hole uniqueness theorems are reviewed by Heusler (1998).) Thus,
only a few macroscopic parameters determine the whole black hole as a large system.
Moreover, detailed calculations started by Bekenstein (1973) show that the black-hole area
increases if matter is dropped in adiabatically by precisely the amount required to make
Stotal = Smatter + Spu non-decreasing. If the black-hole area would be ignored, on the other
hand, entropy would decrease if matter is dropped into the black hole where it disappears
from outside view.

There is, however, a problem with this picture: black holes would have negative heat
capacity, defined as the derivative 0 E/dT keeping the other intensive variables constant.
For the Schwarzschild solution, for instance, we have x = 1/4M, and thus E o« 1/T with
0E /AT < 0. A system with negative heat capacity should radiate thermally, but no radiation
can escape from a black hole. There is also a dimensional problem: entropy is dimensionless,
while area has the dimension length squared. From the fundamental constants involved in
classical general relativity, one cannot form a quantity of dimension length to match the
dimensions of entropy and area.

One indication for a resolution comes from the fact that black holes could radiate if stress-
energy components were to become negative. This is usually not allowed for classical matter,

2 Moreover, they can be derived in this form for the different versions of horizons that have been discussed, which in general
do not correspond to the same physical surface. Thus, it seems difficult to attribute too much physical meaning to the laws of
black-hole thermodynamics. Nevertheless, they still stimulate many questions about classical and quantum gravity.
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but positive energy conditions can be violated by quantum fields. For instance, uncertainty
relations can provide negative energy for brief times due to fluctuations. More precisely,
there are general quantum inequalities for quantum fields on curved space-times as derived,
for instance, by Pfennig and Ford (1998), which take the form

f p(1)g(t)dt > —ﬁ (5.81)

where g(¢) is a sampling function of width AT and c is a constant. This inequality does
provide a lower bound on the energy contained in a space-time region, but this lower bound
is negative. That quantum physics can provide negative energies can also be seen based on
superpositions: given a system with a ground state |0) of vanishing energy, (0| E|0) = O,
and an excited state | 1), the energy in the superposition

1
= ——=(0 1
V) m(l )+ €ll)

is
1
(1//|E|1//)=ﬁ(ZeRe(0|E|1)+62(1|E|1)). (5.82)
+€

This value can be negative for small € if Re(0|E|1) < 0 which can easily be obtained by a
particular choice of the phases.

Negative energy of this form is not sufficient to prevent singularities in general, but it does
affect horizon properties. Black holes then become unstable and Hawking-radiate, which
is just what one expects from the thermodynamical analogy. To make this quantitative, one
has to compute the spectrum of the radiation and see whether it is thermal and at what
temperature. This calculation requires quantum field theory on a curved spacetime. As
originally used by Hawking (1971), on flat space one can define the usual notion of a vacuum
state as the unique Poincaré-invariant state, based on the underlying symmetries of the
background. If the background is different, however, there is no unique Fock representation
of particle states. In fact, the concept of particles and antiparticles depends on the availability
of a time translation symmetry to split waves into positive and negative frequency modes.
This is not available on general curved spacetimes such as that of a black hole. Instead, one
can only introduce asymptotic notions of incoming and outgoing particle states if spacetime
is asymptotically flat.

One has the usual particle pictures on J~ and J ™, but in general they do not match:
what appears as the vacuum state on 7~ looks, when evolved to J ™, like an excited state.
In a flat space, the field operator has a decomposition

A &’k , .
t,x) = e—t(wkf—kx)& _i_ez(wkl-&-kx)&T 583
R . D (5.83)
in field modes, where the annihilation operators d; define the vacuum by the conditions
ar|0) = 0 for all k, and wy (k) is the dispersion relation of the field. If this is obtained
in an asymptotically flat regime on a curved space-time, the asymptotic mode functions
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Fig. 5.29 A tentative conformal diagram describing the evoparation of a black hole by Hawking
radiation. When the horizon disappears, a regular center may be left, but the part of space-time
corresponding to the black-hole interior remains incomplete.

define the corresponding particle concept. But in different asymptotic regimes of a single
space-time, such as J~ and J ™, asymptotic expressions for the mode functions usually
differ, mixing terms of d; and &,1 when transforming from one regime to another one. In
this formal sense, a past vacuum state can evolve into a future multi-particle state such as
a thermal one.

If one uses an expectation value (7,;) for a quantum field instead of a classical energy-
momentum tensor, one can obtain a negative R, 00 0? along horizons. Then, the horizon
becomes timelike and its area decreases. In this way, the thermodynamics of black holes
becomes consistent when quantum effects are taken into account. Moreover, through the
calculation of the temperature of Hawking radiation, all free constants are fixed unambigu-
ously in terms of Planck’s constant:

hk A

Tgy = —, Sp = —— . 5.84
BH = 5 BH = 26 ( )

The combination G determining the relation between area and entropy is the square of the
Planck length.

Despite the consistency of this picture, black-hole evaporation is not completely under-
stood. What is lacking is a common solution for radiating quantum fields together with
their back-reaction on the underlying space-time geometry. Only such a solution, or at least
a good approximation, can provide insights into the endstate of black-hole evaporation and
show what conformal picture, possibly of the form shown in Fig. 5.29, is obtained. In this
final stage of a black hole where the horizon falls into the strong curvature regime near the
central singularity, moreover, it is no longer consistent to consider only quantized matter
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on a classical geometry. Here, a complete quantization including the gravitational field is

required, giving rise to quantum gravity.

5.1

5.2

53

54

5.5

5.6

Exercises

(i) Derive an equation for the rate of change £°V.w,; of the rotation of a timelike
geodesic congruence with tangent vector field £¢.

(i1) Show that a timelike geodesic congruence which is initially hypersurface orthog-
onal remains so as long as its expansion and shear are finite.

Define a timelike geodesic congruence in Minkowski space by the straight lines

generating the double cone x? + y* 4+ z? = 112, Compute its expansion and verify

that it diverges at the tip of the double cone.

Verify that also the expansion of the null geodesic congruence defined by generators

of the double cone x? + y? + z? = t* in Minkowski space diverges at the tip.

Find the coordinate transformation (¢, r) — (T, r) that maps the Schwarzschild line

element to Painlevé—Gullstrand form.

In a spherically symmetric region of space-time where the lapse function does not

vanish, marginally trapped surfaces are given by solutions to g'" = 0.

(i) Show that this condition can equivalently be written as

2
L) . (E5.1)

g  N?

(i) Evaluate (E5.1) for the Schwarzschild space-time in Painlevé—Gullstrand
coordinates.

The Vaidya solution describing gravitational collapse is given by the line element

2M
ds? = — <l — (v)) dv? 4 2dvdr + r2dQ?
r

with a bounded, non-decreasing function M(v) > 0.

(1) Find the ingoing and outgoing null normal vector fields k§ to a spherical surface
defined by constant values of r and v. Check under which conditions they give
tangent vectors of affinely parameterized geodesics, i.e. k% V, k4 = 0. If they
do not, rescale the normal vectors such that they give affinely parameterized
future-pointing tangent vectors.

(i1) For a spherically symmetric null congruence, the normal tangent space up to
multiples of k§ is spanned by the angular vector fields (9/d¢) and (9/9¢)".
Thus, 2% is just the angular part of the inverse metric and the expansion of a
spherical null congruence is given by

0= ]:\labvakb = gﬂﬁvﬁkl? + g(p(pv¢’k(ﬂ :
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5.7

5.8

5.9
5.10
5.11

5.12

Global and asymptotic properties

Compute this for the two normal congruences derived in part (i) and find the
space-time region of the Vaidya solution which contains spherically symmetric
trapped surfaces.

Use the Friedmann equation for positive spatial curvature to show that de Sitter space
can be expressed as

ds?> = —dt? + o cosh?(t /a)(dr? + sin® rdQ2?)

(0 < r < ) and find the relation between « and the cosmological constant.

In order to find the conformal diagram of de Sitter space, introduce a new coordinate
t(t) (leaving r unchanged) such that the metric is conformal to the Einstein static
universe. Derive and draw the resulting conformal diagram.

(i) Show that in complex coordinates ¢ (%, ¢) = e'? cot % one has

P l TN20192 | i 2 2
d¢de = 4(1 + ££)°(d9* + sin” ¥de”) .
(ii) For Cartesian coordinates x, y, z verify

r+ ¢ (f -1
=, y = —ir =, 7=r——

14+¢¢ 14+¢¢ 141¢¢
with r2 = x% + y? + z? and polar angles ¥, ¢. Use this to show that ¢ does not
change up to order »~! under a translation x' =x + b,y =y +c¢,7 =z +d:
{'=¢+ 06N,

(iii) Consider now Minkowski space-time in Cartesian coordinates ¢, x, y, z and
introduce the null coordinate u = t — r where r is as before. Show that a trans-
lation ¥’ = t + a combined with the spatial translation of part (ii) corresponds
to an asymptotic supertranslation of the form

A+ B¢+ Bl +C¢¢

I —1
u =u-+ 1+CE + 0@ )

with real A and C. Relate A, B and C to the translation parameters a, b, ¢, d.

Compute the ADM energy of a Schwarzschild black hole.

Compute the angular momentum of a Kerr black hole.

Show that the ADM mass equals the quasilocal expression for energy associated with

a 2-sphere boundary of spatial slices, approaching the sphere at infinity.

(i) Perform the matching for an arbitrary isotropic interior region described by an

FLRW model with scale factor a(¢) and an exterior region of generalized Vaidya
form,

=r

2M (v,
ds? = — (1 - %) dv? + 2dvdy + x2dQ?.

Derive M (v(t), x(t)), dx/dv and v along the matching surface in terms of the
scale factor and its derivative, making sure that v is positive for a collapsing
interior (a < 0).
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(i) Matching vv-components of extrinsic curvature implies that

d d?
3(1 — 28XM)£ —2 <8vM + Xd_v);) .
Use this to write d, M in terms of total derivatives of M and x with respect to v
along the matching surface x (v).

(iii) Compute 9, M at the place where the matching surface intersects the boundary
2M(v, x) = x of theregion of spherical trapped surfaces. Total derivatives along
the matching surface can be written in terms of time derivatives of the interior
scale factor. Show that this boundary given by 2M (v, x) = x is always null
where it intersects the matching surface.

5.13 Show that £¢ = v (%)a +x (%) is a conformal Killing vector field of the Vaidya

space-time
2M
ds? = — (1 — ﬂ) dv? + 2dvdy + x2dQ?,
X

i.e. Vi &py  gap, if and only if the mass function is of the form M (v) = puv with a
constant /.
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Quantum gravity

In general relativity, the space-time metric provides the physical field of gravity and is sub-
ject to dynamical laws. For a complete and uniform fundamental description of nature,
the gravitational force, and thus space-time, is to be quantized by implementing the
usual features of quantum states, endowing it with quantum fluctuations and imposing
the superposition principle. Only then do we obtain a fully consistent description of nature,
since matter as well as the non-gravitational forces are quantum, described by quantum
stress-energy which can couple to gravity only via some quantum version of the Einstein
tensor.

An implementation of this program requires a clear distinction of the different concepts
used in general relativity. One normally works with the line element for metric purposes,
but this is a combination of metric tensor components and coordinate differentials (sepa-
rating events from each other). Only the geometry is dynamical, not the coordinates. After
quantization, we may have a representation for geometrical observables such as the sizes of
physically characterized regions, but not for coordinates or distances between mathematical
points as mere auxiliary ingredients. Metrics or other tensors may arise in an effective form
from quantum gravity, but they are not the basic object. One has to dig deeper, similarly to
hydrodynamics where the continuous fluid flow is not suitable for a fundamental quantum
theory, which must, rather, be based on an atomic picture.

For quantum gravity, we do not know yet what fundamental structures are required, and
we certainly do not have any observational hints. In such a situation, canonical methods
come in handy, since they allow us to tell what the observable ingredients of a theory are
in the sense of gauge invariance. For gravity, this means that we learn about the possibly
observable signatures of space-time without having to refer to coordinates. We can express
information contained in the geometry in a gauge-invariant way, at least in principle. Explicit
constructions of gauge-invariant observables in general terms are certainly very difficult,
constituting one of the major problems for quantum gravity. Nevertheless, many steps of
constructing a canonical quantum theory of gravity can be followed, and they indicate key
features for such formulations, as well as possible physical implications in cosmology and
black-hole physics. In this chapter, only the basic outline of canonical quantum gravity
will be given, with a focus on the canonical methods involved (rather than, for instance,
issues of Hilbert space representations). The aim is to see how the gravitational dynamics is

248



6.1 Constrained quantization and background independence 249

expected to change from quantum effects, and what implications it might have on global
space-time issues. For more details of constructive canonical quantum gravity, we refer to
the books by Kiefer (2004), Rovelli (2004) and Thiemann (2007). Different approaches to
quantum gravity are described in the books by Oriti (2009) and Ellis et al. (2011).

6.1 Constrained quantization and background independence

As a constrained theory, general relativity requires several different constructions to be
performed for a quantum formulation. For quantization in general terms, phase-space
variables are to be turned into operators, which is a guideline with a clear aim even though
no universal procedures exist to do that in practice. But in constrained theories, there are
different kinds of phase space: the unrestricted (also called kinematical) one, on which
constraint functions are defined, and the reduced phase space on which constraints have
been solved and on which the flow of the first-class part has been factored out. If only a
subset of the constraints is solved, there are other, in-between versions of phase spaces of
different dimensions.

6.1.1 Reduced phase-space quantization

One can rightfully argue that the reduced phase space should be the most important one,
since it contains only observable information without gauge freedom. All variables are
restricted to the values allowed by the constraints, and by factoring out the gauge flow all
configurations related by gauge have been identified as one single observable. One would
solve the constraints before quantization, using just the classical calculations, and find a
complete set of observables parameterizing the reduced phase space. The reduced phase
space would then form the basis for constructing a quantum theory.

Example 6.1 (Quantized circle)
The constraint C = (¢")? + (¢°)*> — R? on a 4-dimensional phase space R* with canonical
coordinates (q', g2, p1, p>) constrains the two configuration variables to be on a circle
of radius R. A local coordinate on the constraint surface is given by the angle ¢ =
arctan(g?/q"), and it is easy to verify that a second independent observable is given by
Dy = q'p>» — q*p1, obeying {py, C} =0, which is conjugate to ¢: {¢, py} = 1. However,
the expression for ¢ is only local and not suitable for a quantization; the reduced phase
space is not R? but the co-tangent space of the circle. A global parameterization cannot be
given in terms of a single angle variable but rather, requires at least two coordinate charts.
Instead of trying to implement coordinate transformations in quantum physics, a more
successful strategy is to enlarge the number of observables considered. Not all of them
will be independent, but they can all be globally defined. Specifically, we replace the
single local function ¢ by the globally defined sing = q2//(q')* + (¢2)? and cos ¢ =
q'//(g)? + (¢%)2. For the global variables, we obtain a new algebra under Poisson
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brackets:

{sing, p,} =cosg, {cos@, py} = —sing, {sing, cosp} =0 6.1)

which is not canonical but corresponds to the Lie algebra of the Euclidean group R* x
SO2) of 2-space. Appropriate quantizations of the reduced phase space can be found
from the representation theory of the Euclidean group (or its universal covering), using
group theoretical methods as developed by Isham (1983) in general terms. No unique
representation is picked out, and so a parameter due to quantization ambiguities arises
even in the action of basic phase-space operators.

The origin of the ambiguity parameter is easy to see in the angle representation of wave
functions and basic operators. We choose states to be wave functions (@), providing a well-
defined probability density if |\ (¢)|? is periodic in ¢. Representing the circle by the range
0 < ¢ < 2m, the wave function must obey boundary conditions ¥ (2m) = ¥(0) exp(2mwi0)
for some parameter 6 € [0, 1). Our Hilbert space is going to be the space of square-
integrable functions on [0, 21t ] obeying the boundary conditions as specified with reference
to 6. No boundary condition of this form is respected by ¢ as a multiplication operator, and
so it cannot be represented. The global functions sin ¢ and cos ¢, on the other hand, have
well-defined representations by multiplication. Together with p, = —ihd/de, the correct
commutator representation of the classical Poisson relations (6.1) follows. For any given
0, we can choose an orthonormal basis of states w,(le)((p) =exp(i(n + 9)g0)/\/§, n e’z
These states are eigenstates of the momentum operator p, with eigenvalues n + 6. The
discrete spectrum of the momentum on the circle is clearly affected by the ambiguity 6.
Representations with different 0 cannot be related by unitary transformations.

This so-called reduced phase-space quantization is appealing due to its emphasis on
gauge-invariant notions, but too often it turns out to be impractical. Solution spaces to
the constraints may have complicated forms and topologies, difficult to be equipped with
sufficiently simple phase-space variables to be turned into operators, with Poisson bracket
relations (multiplied with i) becoming commutators. Even finite-dimensional systems of
non-trivial topologies can be difficult to quantize; and if quantum representations can be
found, they tend to be non-unique in those cases. Especially for general relativity, for
which a complete set of observables to form the reduced phase space looks too difficult to
be constructed explicitly, reduced phase-space quantization seems to be a limited option.
(Still, model systems can sometimes be analyzed in this way, providing useful information.)

One may also worry that possibly crucial “off-shell” information would be overlooked:
for quantum theories, configurations not solving the classical equations do contribute to
the quantum theory, as can most intuitively be seen from a path-integral perspective.
Constrained systems do not just have equations of motion but also their constraints, which
follow from the action just as the evolution equations do. If one solves the constraints
before quantization, one does not consider the full space of classical configurations and
loses access to some of the off-shell part.
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6.1.2 Dirac quantization

Several of the problems associated with reduced phase-space quantizations are avoided in
the Dirac quantization procedure for constraints. Here, one turns the kinematical phase
space, that on which the constraint functions are defined, into an operator algebra acting on
the kinematical Hilbert space. With this algebra, one quantizes the constraints just as one
would quantize the Hamiltonian of an unconstrained theory: one tries to find an operator
with the classical expression as the correspondence. Once all the constraint operators C;
have been determined, they are solved by requiring physical states to be annihilated by all
of them: C;|y) = 0. Physical states thus solve the constraints, and they are automatically
gauge-invariant, since the unitary flow exp(itC) generated by a self-adjoint constraint
operator C acts as the identity on states annihilated by C.

Example 6.2 (Circle)

Continuing with the preceding example, we easily represent the constraint as an operator
in the standard position representation of the phase space R*. The solution space requires
physical states ¥ (q", g*) = ¥ (9)8c—g to be supported only on the circle defined by the
classical constraint, making solutions distributional and non-normalizable. The physical
Hilbert space of states satisfying the Dirac constraints will be spanned by the functions
W arising as coefficients of the delta function, but those states do not automatically come
equipped with an inner product (as it were the case if solutions to constraints were normal-
izable, i.e. if zero were in the discrete spectrum of the constraint).

Methods for inducing a physical inner product on the solution space exist, such as group
averaging as described by Marolf (1995) and Giulini and Marolf (1999). One writes all
physical states as W = f dr exp(—i 1YY in terms of kinematical states . In the present
example, the integrated operator amounts to multiplication with a delta function on the
circle. Instead of using the kinematical inner product for expectation values in W or overlaps
with other states, which may not be well defined, a new physical inner product can be written
as

W1, ¥2) = Y lya] == /dt(lﬂl, exp(itC)yr)

using the evaluation of the distribution yr; on the kinematical state Vr, that gives rise to Y,
when group averaged. The evaluation is independent of the choice of ¥, as a kinematical
representative of Y, because we are integrating over the full range of t.

For the circle, we reproduce the sector 0 = 0 in this way. The ambiguity is realized
here by the fact that we could have chosen a different kinematical Hilbert space. If we
had chosen to represent kinematical states not on the full plane but on the plane minus
its origin, states periodic in the polar angle only up to a phase would be possible. Group
averaging of those states leads to all the 0-sectors. These representations can be obtained
only after removing the origin from the plane, and so one may prefer the 6 = 0 sector
for which this removal is not required. However, the origin is an unphysical point of the
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constrained system, and so kinematical properties relying on its presence should not be
used to distinguish representations.

Also, this procedure is typically subject to quantization ambiguities, such as different
choices to order the factors of a constraint operator. And although the kinematical phase
space is often simple enough to be quantized by standard means, many mathematical
subtleties can arise in determining physical states and the Hilbert space they form. If all
physical states correspond to an eigenvalue of zero in the discrete part of the spectrum of
all constraint operators, the physical Hilbert space is simply a subspace of the kinematical
one, spanned by all the zero-eigenstates. But if this is not the case, not all physical states
are kinematically normalizable; one will have to define a new, physical inner product on
the solution space. Procedures for this exist, but that part is usually the most difficult one
of a Dirac quantization in specific cases.

To extract information such as expectation values, one needs operators that are gauge-
invariant in the sense that they commute with the constraint operators. Such operators O will
map a physical state |¢) to another one, |Y') = Ol if Cly) =0, Cly'y =COly) =
OC|y) =0if CO = OC. At this stage, we are led back to the problem of observables. It is
less severe than in the reduced phase-space quantization in some respects, since we do not
require a complete set. If we are interested in a specific question, for instance regarding the
evolution of a certain matter field in cosmology, one observable capturing this information
would suffice. On the other hand, the problem of finding a single observable becomes more
difficult than in a classical setting, since we must have two commuting operators O and C
rather than a pair of phase-space functions with vanishing Poisson bracket. This is usually
a more complicated problem because even the ordering of factors in the definition of the
operator will matter.

A further crucial issue in Dirac quantizations is that of anomalies. As we have seen in
several examples, the first-class nature of the Hamiltonian and diffeomorphism constraints
of general relativity is not just important for the underlying gauge freedom but also for the
consistency of all the equations involved. The same is true at the quantum level. Here, com-
mutators [C;, €] of constraint operators vanish on states annihilated by the constraints,
just as Poisson brackets {C;, C;} must vanish on a first-class constraint surface.' The dan-
ger in quantizations, then, is that [é‘ ., C ;1 may not exactly equal the constraint introduced
as the quantization {m}; there may be quantum corrections. In gravity, for instance,
the commutator [ﬁ [NVq{], A [N>]] would have to equal the quantized diffeomorphism con-
straint, including the quantized metric in its structure function. Only quantum corrections
proportional to the constraints can be allowed in the commutator, so that they will vanish
on-shell and do not destroy the first-class nature. If this is not the case, we would have two
conditions, namely that [C‘ . C s] as well as {Cﬁ} annihilate physical states, which can
easily become inconsistent with each other and leave too small a solution space. In general

! Second-class constraints must be implemented differently: at the quantum level they cannot be solved sharply due to uncertainty
relations. As non-commuting operators they would not have a common eigenspace of zero-eigenstates. Normally one solves
second-class constraints classically before quantization, but other methods exist as discussed by Klauder (2001).
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situations, specifying suitable classes of semiclassical states sufficiently explicitly can be a
further challenge.

Example 6.3 (Anomalies)

The constraints C1 = q' and C» 1= ¢> + q' p% form a first-class set. When we quantize the

system, factor-ordering choices arise in C», for which we may choose C;l) =42+ g ﬁf,

C'éz) =4+ ﬁfc}l or (perhaps preferably) the symmetric CA‘f) = 4>+ p14' p1. Combina-

tions of these versions are also possible, such as another symmetric option %(C‘;l) + CA'EZ)).
For these choices, the algebra of constraint operators will be

(€1, CP1=24"p1,  [C.CPT=2pg", (€1, C1=pig" +4'ps

using C, = g'. Only CA‘EZ) provides an anomaly-free quantization, since [C1, CA'EZ)] anni-
hilates all states annihilated by C\. Moreover, the anomalous terms §'p, in the other
commutators are not even defined on states annihilated by C. We can order §' to the right,
G'p1 = p1g" + ih, in order to have it act on states first, and annihilate physical ones. But
this will give rise to non-zero (and imaginary) reordering terms. Due to the anomaly, the
quantum system in those cases is overconstrained and leaves no physical solutions at all.

In particular, no symmetric ordering of C, produces an anomaly-free system. Using
¢ 52), there is an anomaly-free quantization with a non-symmetric constraint operator.
Expectation values of the constraint are then not guaranteed to be real, even though
the classical constraint is real. But this is acceptable given that the constraint is not an
observable, and that the reality statement at this level refers to the kinematical inner
product, which is anyway going to change on the physical Hilbert space. Making sure that
basic observables become self-adjoint operators can be used as a guiding principle to
determine a physical inner product. For gravity, the necessity of non-Hermitian constraints
has been argued for by Komar (1979).

If an anomaly-free quantization can be found and interesting quantum observables are
available, the last issue is the selection of a suitable class of states to be studied. For a
comparison with the classical behavior, these states should be semiclassical: they should
provide expectation values near to what we would expect from the classical observables,
but still show deviations as they may arise from quantum fluctuations.

6.1.3 Effective space-times

At least the problem of observables can be evaded by using effective constraints. For
an anomaly-free algebra of constraint operators and a class of kinematical semiclassical
states (not annihilated by the constraints), effective constraints are defined as expectation
values of the constraint operators in these states, as well as of products of other operators
with a constraint as the rightmost factor. For information about observables, the effective
constraints then still have to be solved, which requires extra constructions as we will provide
them below. But even before doing so, the effective constraint functionals themselves,
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and the algebra they obey under Poisson brackets, provide interesting insights. Effective
constraints also make many of the classical canonical techniques of Chapter 3 available for
quantum systems.

Example 6.4 (Expectation values of constraints)
In the preceding example, all physical states must have vanishing expectation values
(@"y =0, (¢G> + p1g') = 0 with the constraints. Moreover, the expectation value {p?§')
contained in the expectation value of CA’EZ) automatically vanishes if C is already imposed.
Thus, in the anomaly-free quantization restrictions on expectation values of the basic
operators (@1) and (c?z) are consistent.

With the anomalous quantization é§3), by contrast, the expectation value

0=(C) = (@ + (7q'p1) = @°) + (p3§") + in(py),

if it can consistently vanish in an implementation of the quantum constraint, requires
(G?) = —ih{p1). This relation, following from the anomaly, is problematic for two reasons:
we expect (§%) to be a physical observable (its classical analog has vanishing Poisson
brackets with all constraints), and so it should be real. This can be realized only for
imaginary values of (p'). Moreover, the physical variable (G*) refers to the non-physical
(p") which is subject to gauge transformations generated by C,.

For an anomaly-free quantization, the effective constraints are first class. But their
phase-space functionals as well as the algebra they form typically differ from the classical
constraints by quantum corrections, providing what is called a consistent deformation of
the classical theory: the equations of the classical theory are modified — “deformed” —
but in a consistent way without breaking the number of gauge transformations. The form of
gauge transformations and the observables they imply may change, but the transformation
algebra after deformation is as large as the classical one. No gauge transformation is broken
or violated, and no first-class constraint becomes second class.

In some cases, deformed constraints may still satisfy the classical algebra. As computed
in detail by Deruelle et al. (2009), this happens, for instance, if quantum effects imply
the addition of higher-curvature terms to the Einstein—Hilbert action. While the dynamics
changes in this case, the hypersurface-deformation algebra remains of the classical form.
This robustness of the algebra is not surprising, for the algebra contains very basic infor-
mation about the deformation of hypersurfaces in a space-time manifold, which is still
expected to be realized for higher-curvature theories.

But examples also exist in which even the constraint algebra is deformed, and struc-
ture functions are quantum corrected. In such a case, transformations generated by the
constraints can no longer be interpreted as space-time diffeomorphisms. We can still trans-
form the full space-time metric using the quantum-corrected effective constraints and their
algebra, as discussed in general terms in Chapter 3.3.4.3 and used explicitly for classical
cosmological perturbations in Chapter 4.4.2.2. While observables can still be computed
and interpreted consistently in this way, metric information cannot be expressed in the
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form of an “effective” line element: if gauge transformations of metric components are
no longer of the form of space-time diffeomorphisms as indicated by a deformed algebra,
they differ from the transformations of coordinate differentials. Line elements constructed
in the usual way, multiplying dynamical solutions for metric components with coordinate
differentials, would not be gauge invariant under the corrected transformations. Such line
elements, making use of the ordinary notion of coordinates, do not correspond to observ-
able information, and results would depend on the space-time gauge chosen. In fact, if the
underlying gauge transformations are not space-time diffeomorphisms, we cannot use the
usual space-time manifold structure to interpret our observables geometrically. Generalized
versions are, for instance, provided by non-commutative spaces and their geometries, on
which the deformed diffeomorphisms would act.

Explicit instances of such consequences can usually be found in simplified settings such
as symmetry reduced models or phenomenologically motivated effective equations. We
will show examples in the following sections on quantum cosmology and black holes, but
first finish the discussion of general constructions with further specifics about the basic
operators of candidate quantum theories of gravity.

6.1.4 Kinematical operators

Following the Dirac procedure, even before constraints are quantized and imposed, the
kinematical setting of quantum gravity provides subtleties. Kinematical quantization means
that the basic canonical phase-space variables, such as /., and p® in the ADM formulation
of general relativity, are to be turned into operators such that their classical Poisson algebra
is represented by the commutator algebra. In other words, the procedure of quantum
mechanics, turning position ¢ and momentum p into operators § and p such that [§, p] =
ihm = ih, is to be extended to general relativity.

6.1.4.1 Scalar field

This extension is challenging. First, the classical Poisson algebra of field theories is not
strictly an algebra: we have {h,,(x), p¢(y)} = 8 82)8 (x, y) as adistribution, not a function.
The normal procedure to arrive at a well-defined algebra free of infinite coefficients is
smearing. For a scalar field, for instance, the ill-defined algebra {¢(x), p,(y)} = 8(x, y)
can be made well defined by using the integrated fields ¢p[N] := f d*x N(x)v/det ho(x)
and p,[M] := [ dExM(x)p,(x) with {p[N], p,[M]} = [ d*x+/det AN (x)M (x). (With p,,
being a scalar density, no metric factor is required to make its integration well defined.)

Here, a new problem arises: integrating the fields with scalar multiplier functions requires
a background metric at least for some of them, ¢ in the case considered so far. Otherwise,
the integration would not be well defined in all cases. Making use of a background metric
is acceptable if a field theory is to be quantized on a given space-time manifold, such as
electromagnetism on a possibly curved space-time. A metric would readily be available,
and not be quantized itself.
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If we quantize gravity, however, the metric is one of the objects to be turned into an
operator. As a field, it must be smeared, requiring an integration measure. We could use
an auxiliary metric to define the measure for smearing the actual physical metric, but this
background structure would remain in the theory and is likely to lead to spurious results. Or,
we could use the physical metric to define the integration measure for its own smearing. But
then, the smeared metric would be highly non-linear and not even polynomial, preventing
the existence of a simple Poisson algebra of basic objects to be turned into an operator
algebra.

To resolve this situation, one must look for alternative smearings. For the scalar field
this is easy. Instead of using an ordinary scalar smearing function N(x), we could use a
scalar density. With this understanding, @[N] = f dxN(x)p(x) is well defined without
any metric factor, and so is {¢[N], p,[M]} = f d*x N(x)M(x). Or, we could simply drop
the smearing of ¢ while using the previous one for p,, resulting in the well-defined
{p(x), pp[M]} = M(x).

6.1.4.2 Gravity

A similar route can also be taken for gravity, although the choices are more involved
due to the tensorial nature of fields. Historically, the first quantization, due to Wheeler
and DeWitt, turned the classical fields into formal operators acting on wave functionals
Y [hyp] by multiplication with A, and functional derivatives of p* = —in8/8h,y, without
worrying about the smearing. Accordingly, this quantization has remained purely formal
except for homogeneous models of quantum cosmology in which only finitely many degrees
of freedom remain, as introduced by DeWitt (1967). Another difficulty is that the space of
all metrics, on which wave functions are defined, is hard to control or to equip with a good
measure to be used for normalizing wave functions.

Loop quantum gravity has taken the smearing issue more seriously, and found a solu-
tion, first proposed by Rovelli and Smolin (1990) for gravity (but preceded by Gambini
and Trias (1980) for non-gravitational interactions). It turns out that connection variables
are much better to control than metric variables, which helps in finding a measure to
normalize states defined as wave functions of connections rather than metrics. Moreover,
a natural background-independent smearing is available. Now we are dealing with fields
given by a connection A}, (the Ashtekar—Barbero’ connection) and a densitized triad E?,
such that {Al(x), E?(y)} = 87y G8258"5(x, y). The connection can easily be integrated
1-dimensionally along curves e in space, by defining holonomies

h.(A) = Pexp (f ds“A;r,») ) (6.2)

Here, t; = —%i o, with Pauli matrices o}, are generators of the Lie algebra su(2), such
that holonomies take values in SU(2). The symbol P indicates that the ordering of factors

2 Initially, complex connections were used which simplify the constraints. But these variables come with two major difficulties:
complicated reality conditions would have to be imposed after quantization, and the non-compact structure group obtained by
complexifying SU(2) makes defining inner products of states challenging.
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in the matrix exponential, defined by its power series expansion, must be specified suitably
along the path. Holonomies then satisfy the parallel-transport equation
dh.(A)
da

for the family /.(1) of holonomies along pieces of the path e between parameter values 0
and A.

Similarly, a densitized triad can be naturally integrated 2-dimensionally over surfaces S,
resulting in fluxes

= Alé"Tih()) (6.3)

FOE) = [ &yEn, s (6.4
S

with an su(2)-valued smearing function f’. Here, the co-normal n,, to the surface does not
require an auxiliary metric, unlike the normal. (If the surface is specified as a constant-level
surface g(x) = const, for instance, n, = 9,g.)

Holonomies and fluxes are suitable phase-space variables, since A/ and E? can be
recovered from them when computed for all curves and surfaces, as shown explicitly for
holonomies by Giles (1981). Curves and surfaces (and matrix indices) have thus replaced
the labels a, i and x of the initial fields. Most importantly, the Poisson algebra between
holonomies and fluxes is well defined, as explicitly computed by Lewandowski et al. (1993):
the integrations combine to a 3-dimensional one, integrating out the delta-function of the
field algebra and resulting in the intersection number of a curve and a surface used.

To quantize these objects, one may work in a connection representation and view
holonomies as the analog of creation and annihilation operators. Starting from a simple
state Y[ A’] = 1, we construct more complicated ones by multiplying with matrix elements
of holonomies along collections of curves e;:

. A
Vierar syl AL = [ | (he,(AD) ) - (6.5)
I
Although for any finite collection of edges states depend on the connection only along
1-dimensional graphs g = {e;} defined by the curves used, it turns out that the set of all
states is large enough to represent all connections. Moreover, taking all finite graphs, we
obtain an orthonormal basis of a Hilbert space which endows holonomies with the right
adjointness properties. As defined by Ashtekar and Lewandowski (1995), the inner product
can be written as

(V. ¢) =/ Hduﬁaar(hz)llf(hn, v ) P(h, L hy) (6.6)
SUQy ;.
for two states based on the same graph with edges e;, I = 1, ..., n (and a vanishing inner

product for states based on different graphs). Here, djtya,, is the normalized Haar measure
on SU(2), endowing the group with unit volume. At this place the compactness of the group
matters: the inner product is required for states on an infinite-dimensional field space, and so
for general states we have to integrate over all possible curves in space. For states depending
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only on a finite number of holonomies, almost all the integrations reduce to unit factors. If
the structure group were non-compact, for instance as a consequence of complexification,
it would not support a normalizable invariant measure and reductions to finite dimensions
would be impossible.

Flux operators in the connection representation act as functional derivative operators

. 87y Gh :
UL P
i s SA,()

The product Gh = E%, is the square of the Planck length. Acting on a state of the form (6.5),
we have

" Wie,. a0y = —Simypy /S d’y f dAna(1)é"8(y, eG)) ' (T)!  Wiey.ar.5y (6.7)
I el

showing that the graph states are eigenstates of fluxes. The eigenvalues depend on the inter-
section numbers Int(S, ¢) = f s d?y fe : din,(y)e“s(y, e(A)) between the surface through
which we compute the flux and the curves in the graph, which takes integer values. Also,
the remaining coefficients are discrete, and so flux operators have discrete spectra.

Since fluxes quantize the densitized triad, related to the spatial metric, a discrete
version of quantum geometry is indicated. In fact, from the fluxes one can, follow-
ing Rovelli and Smolin (1995) and Ashtekar and Lewandowski (1997, 1998), construct

area operators by quantizing Ag = |, s d?y,/n, Efn,E ib or volume operators by quantizing

Vi = f R d3x /| det(E j’ )|. And also, these operators have discrete spectra, so that spatial
geometry is indeed realized in a quantized way. This does not yet tell us what space-time
looks like on small scales, for we still have to implement the constraints. But spatial dis-
creteness is one important geometrical property that can be expected to have dynamical
implications. It is also one of the key features by which loop quantum gravity deviates from
a Wheeler—DeWitt quantization even in its basic representation. All this is a rather direct
consequence of background independence which has forced us to consider objects such as
holonomies and fluxes, and to construct their representations.

6.2 Quantum cosmology

If one considers isotropic space-times or the homogeneous ones of Bianchi type, just a finite
number of phase-space parameters suffices to characterize the metric. In such a reduced
setting, there is a finite number of degrees of freedom; we are no longer dealing with a
field theory and no smearing is required to represent the basic variables. One might expect
that the key differences between Wheeler—DeWitt quantum gravity and loop quantum
gravity, caused mainly by a different viewpoint toward the smearings involved, would
disappear. This, however, turns out not to be the case, and so quantum cosmology provides
an interesting setting to explore and test these frameworks.
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6.2.1 Representation

A Wheeler—DeWitt quantization of isotropic cosmological models initially looks just like
quantum mechanics. As seen in Chapter 2, we have a single pair of gravitational phase-
space variables, a and p,, plus possible matter variables. For quantization, in this context
one usually chooses the metric representation, with wave functions v (a) depending on the
scale factor, normalized by [ da|y(a)|* = 1. Accordingly, & is a multiplication operator
and p, = —ihd/da. Clearly, a has a continuous spectrum and there is no sign of discrete
spatial geometry.

6.2.1.1 Physical Hilbert spaces

A subtlety concerns the self-adjointness of the basic operators, especially the momentum.
If a > 0 as required classically, we are quantizing a system with a coordinate restricted
to the positive half-line. While a is self-adjoint, p, is not. This can be seen by several
means: first, p, generates a translation in a by the operator exp(i€ p,); shifting {r(a) out
of its domain of definition when a = 0 is crossed means that exp(i€ p,) cannot be unitary.
Second, p, has an eigenstate ¥ (a) = c exp(—a), normalizable on the half-line, belonging
to a non-real eigenvalue. One can deal with this issue by using more suitable operator
algebras as developed under the name affine quantum gravity by Klauder (2003, 2006).
Alternatively, one may take the viewpoint that only self-adjointness relations of physical
operators, those quantizing observables defined on the physical phase space solving the
constraints, are relevant.

In any case, the next step is to raise the classical constraints to conditions for states in
the Hilbert space of quantum cosmology. As in quantum mechanics, this is possible by
replacing any a by @ and any p, by p, in the classical constraint (2.15) (as well, possibly,
as matter components by their quantizations). Thus, one obtains a constraint operator

2nG ﬁz 3 ﬁmatter
a .
3 a 8 G N

(6.8)

Due to products of the non-commuting @ and p,, there is no unique definition for C.

Physical states are those annihilated by the constraint: C|) = 0. If zero is contained in
the discrete spectrum of €, there are solutions in the original, kinematical Hilbert space
whose inner product we can use for the solution space. For zero in the continuous part of
the spectrum, on the other hand, physical states are not normalizable by the kinematical
inner product; a new physical Hilbert space must be determined in this case. As mentioned
in the general discussion of the preceding section, several procedures exist, such as group
averaging, guided by the requirement that observables must become self-adjoint operators
on the physical Hilbert space. For most of these procedures, ¢ must be self-adjoint.

The condition for physical states solves the constraint. Its classical analog is first class,
which means that a complete solution requires not just finding the constraint surface but also
factoring out the gauge. For the quantization of a first-class constraint, no gauge need be
factored out. In fact, the transformation generated by the constraint via the unitary operator
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exp(ieC) (replacing the Poisson flow generated by a classical constraint) is already reduced
to the identity for physical states annihilated by C. The condition of physical states is thus
the only one implementing a first-class constraint, making the imposition of first-class
quantum constraints rather natural.

Example 6.5 (Physical Hilbert space of deparameterizable systems)

In this example we consider systems with two degrees of freedom t and q with momenta p;,
and p, subject to one deparameterizable constraint. Before implementing the constraint,
we use the kinematical representation of wave functions (¢, q).

For a non-relativistically deparameterizable constraint with quantization € = p, +
H(q, p), the constraint equation C|W) = 0 requires that (¢, q) satisfy the Schrodinger
equation with Hamiltonian H. Physical states are uniquely characterized by their “initial”
values (ty, q) at some fixed ty. An inner product on physical states is easily defined as
(Y1, ¥2) = [dq¥i(to, )¥a(to, q), making G and p self-adjoint operators. The physical
inner product is independent of the choice of ty for a self-adjoint Hamiltonian H, generating
unitary evolution.

For a relativistic deparameterization, the constraint equation ( ﬁtz — HY)|Y) = 0implies
the Klein—Gordon-type equation (—hza,zw — B = 0 for physical states. Solutions to
this equation can be obtained from solutions to the Schrédinger equation ihd, W = +|H |,
so-called positive and negative frequency solutions, or superpositions thereof. A conserved
bilinear form now is of the form

W) = i f A0 — Yadh ) 69)

but it is not positive definite: it produces positive norms of positive-frequency solutions
and negative norms of negative-frequency solutions. Since positive and negative-frequency
solutions of the same absolute value of the frequency are automatically orthogonal, a
slight modification of the conserved bilinear form to (Y1, ¥n) := (Y1, Y¥2) if both states
are positive frequency, (Y1, ¥n) := —(1, ¥2) if they are both negative frequency, and
(Y1, ¥2) := 0 in the mixed case produces a valid inner product. The relationship of this
inner product with group averaging has been explored by Hartle and Marolf (1997).

If a complete eigenbasis of |H| with eigenstates ¢, and eigenvalues hw, is known,
positive-frequency and negative-frequency physical states can be expanded as

Yt q) =Y can(q) exp(Fiw,1)

if |H| has a discrete spectrum (and replacing the sum by an integration otherwise). For a
free, massless relativistic particle, for instance, H = p with eigenstates or(q) = exp(ikq),
k real. And |H |, by definition of the operator absolute value, has the same eigenstates @y
with eigenvalues h|k|.
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6.2.1.2 Loop representation

Loop quantum cosmology, reviewed by Bojowald (2008, 201 1), implements the same steps
as loop quantum gravity, but in a reduced setting. Its results can rather easily be compared
with those of a Wheeler-DeWitt quantization, showing key differences between the strate-
gies. For isotropic models, only holonomies evaluated in isotropic connections A/, = &
appear; see Example 4.13. Along straight lines in the direction of translation symmetries
X4 = (9/0x")?, holonomies exp(/ X{ALt;) in the fundamental representation of SU(2)
have matrix elements of the form exp(iuc) where u depends on the length of the curve
used. Here, it turns out to be useful to introduce ¢ := VOI/ 3¢ in terms of the coordinate size
Vo of the region used to define the isotropic phase space as in Example 4.13, and so u for
a given curve also depends on Vj. As in the general situation of loop quantum gravity, we
start with a simple state in the connection representation, ¥(c) = 1, and create more com-
plicated ones by multiplying with holonomies. This setup of the construction is thus very
different from Wheeler—DeWitt quantum cosmology. While Wheeler—DeWitt quantization
uses quantum mechanical intuition to define basic operators and the kinematical Hilbert
space, loop quantum cosmology uses tools developed for full quantum gravity based on the
principle of background independence. Several ingredients of the kinematical construction
can be induced from those in the full theory. In the full theory, uniqueness theorems for
the holonomy-flux representation have been proved by Lewandowski et al. (2006) and
Fleischhack (2009), which by the induction distinguishes the analogous properties of the
models.
All states obtained in this way can be written as

Vi () = Y frexplipc),
1
with an inner product

T
(Wl,lﬂz):Tlim/ deyry . (6.10)
—oo J_r

For general graph states (6.5) without homogeneity, we obtained orthogonal ones when
different graphs were used. Here similarly, we obtain orthogonal states when different
{w;} are used. Thus, the set {exp(ip;c) : pn; € R} is a basis of our resulting Hilbert space.
Moreover, unlike plane waves in quantum mechanics, the states ¥, (c) := exp(ij;c) are
normalized.

What is constructed in this way is a representation inequivalent to the one used by
Wheeler and DeWitt. There is no unitary transformation connecting the two representations,
seen by the fact that they differ in properties which would be preserved by any unitary
transformation. For instance, holonomy operators quantizing exp(i w.c) by the construction
sketched above are not continuous in u: they have matrix elements

I oifp=py — 2

Wiy, XPULEN ) = Syt s = {O otherwise.



262 Quantum gravity

Thus, while the exponentials are well-defined operators, no operator for ¢ can be derived
by taking a derivative of e@c) by w. In a Wheeler-DeWitt quantization, by contrast, an
operator ¢ could easily (though not uniquely, owing to factor ordering choices) be obtained
from @ and p, using ¢ = ya « p,/a for the example of spatially flat models.

In order to extract geometrical information, we use triad operators. An isotropic den-
sitized triad has the form E¢ = 8¢, where |j| = a* can be read off from the relation
to the spatial metric. Analogously to ¢, we define p := VOZ/ 3 p. (Since the triad can have
two different orientations, p can take either sign. This information is not contained in the
metric. Based on triad variables, loop quantum cosmology thus easily avoids the question
of how to quantize a system on the positive half-line, were we to use a metric represen-
tation. With the metrical variable p allowed to take all real values, we quantize on the
full real line.) As seen in Example 4.13, it turns out that p is canonically conjugate to c,
{c, p} =87y G/3, and so p becomes a derivative operator p = —%inyﬂ%&/ac. On the
basis states v, (c) = exp(i uc), it acts by

_ 8wy

ﬁllfu = Tﬁ%l“/fu

clearly showing the triad spectrum. (Now we can see why the redefinitions from (¢, p)
to (c, p) were useful: the Poisson bracket and quantum representations do not explicitly
depend on Vjy. The specific powers of Vj are motivated by the dimensionality of smearings
to holonomies and fluxes.)

Eigenvalues of p can take any real numbers, suggesting a continuous spectrum. How-
ever, the eigenstates are normalizable, which is normally a characteristic of states in the
discrete spectrum of an operator. The apparent contradiction is resolved if we observe that
the Hilbert space with which we are dealing here is not separable: it has an uncountable
basis {exp(iuc) : u € R}. In this situation, normalizability of eigenstates turns out to be
the more crucial requirement for a discrete spectrum, and so fluxes are discrete in loop
quantum cosmology. (The real line can be equipped with continuous or discrete topologies,
and so the set of eigenvalues forming the real line does not tell us much about discreteness
unless we know the relevant topology. Using the normalizability of states as a criterion is
free of this limitation.) Similarly, the spatial volume V = |p|*/? of the integration region
of coordinate size Vj has a discrete spectrum.

Discreteness and continuity properties, or the lack thereof, clearly show the differences
in representations. Also, dynamics notices these features. In Wheeler—DeWitt quantum
cosmology one can directly quantize the Hamiltonian constraint, resulting in a second-order
differential operator. In loop quantum cosmology, by contrast, there is no operator directly
for c; only exponentials exp(ic) are represented. Since these are non-linear expressions in
¢, higher powers of ¢, or of curvature components, must necessarily be included in such a
quantization. Additional choices are now required, such as the value (or even p-dependence;
see Chapter 6.2.3) of § used and the precise form of a function agreeing with c? at small
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curvature. For instance,

A s1n((Sc)
Cloop 87TG 282 \Y% |P + Hmdtter (61 1)

has a well-defined representation while the original classical constraint containing a term
with ¢? has not. This kind of regularization is not unique, but in any case the resulting
constraint equation for a state v, in the triad representation is a difference rather than
differential operator, since exp(i§c) acts on states by a finite shift of the triad eigenvalue. At
small volume and large curvature, the discreteness matters and leads to different behaviors
of wave functions.

6.2.2 Effective treatment and implications

Implications of mathematical differences in the dynamics are best shown by effective
equations, which implement the key quantum effects but do not require us to deal directly
with wave functions. Such formulations can be done rather similarly to classical canonical
ones, except that quantum degrees of freedom appear together with the classical ones.
The material briefly reviewed in this section presents another application of Hamiltonian
concepts.

6.2.2.1 Quantum phase space

The commutator of operators on a Hilbert space satisfies almost all the relations required
for a Poisson bracket — antisymmetry, linearity and the Jacobi identity — but it is not
defined on a function space and thus lacks an analog of the Leibniz rule. A complete link
between commutator algebras and Poisson structures can easily be established by defining
& py . (A B))
{{A), (B)} = ——— (6.12)
ih
where (A), for an arbitrary fixed operator, is interpreted as a (densely defined) function on
the space of states used to compute the expectation value: (AY(y) = (W|A|y) for a pure
state or more generally (A)(p) = tr(Ap). By linearity and the Leibniz rule, the definition
(6.12) can easily be extended to arbitrary combinations of the expectation values. The state
space thus becomes a phase space with a Poisson bracket for functions defined on it.
Given a canonical pair 4 and p, of basic operators, the newly defined Poisson bracket
mimicks the classical bracket: {(a), (p,)} = 1. Nevertheless, the quantum Poisson algebra
is a major extension of the classical one, for it applies to infinitely many more degrees of
freedom. Not only expectation values amount to independent information about a state, but
with (4%) # (a)? in general, quantum fluctuations such as (Aa)? = ((a — (a))*) provide
independent variables. In fact, there are infinitely many new variables, since any product
of arbitrarily many factors of @ — (@) and p, — (p,) results in independent moments
Laen

G * 1 =@ (@) (Pa— (Pa)) ey (6.13)
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with totally symmetric ordering (indicated by the subscript “Weyl”). The quantum state
space is infinite-dimensional, and so clearly requires infinitely many independent parame-
ters.

Moments are linear combinations of integer powers of expectation values taken for
products of operators, functions to which our Poisson bracket can be applied. It then
follows that

{@.c © 1+ }=0={p.). G * '}

for all moments, and so the quantum variables supply a subspace symplectically orthogonal
to the classical one.

Example 6.6 (Second-order moments)
At second order, we have three independent moments: two fluctuations G = ((a —
(@n? = (Aa)? and GPPe = ((pa — (ﬁa))z) = (Apa)2 as well as the covariance G+ =
%(&ﬁa + paa) — (@){Pa). Poisson brackets are
. . Lo 2\ A a
(G, GPP} = {(&°) — (a)*, GPP} = %ﬂaz, pal) — 24(a%), (pa)} = 4GP
{Gaa’ Gap(,} = 2G9
{Gapn’ Gpapu} — 2Gpapa .

On the quantum phase space of expectation values and all moments, the expectation
value of the Hamiltonian operator defines a Hamiltonian flow equivalent to what one would
obtain from solutions of the Schrodinger equation. For most systems, this flow couples all
infinitely many moments to each other and to the expectation values. This is, in fact, how
quantum corrections arise: moments such as fluctuations couple to expectation values, and
so the changing shape of a wave function influences its mean position. Exact solutions of
such infinitely coupled systems are difficult to find, but there are approximation schemes,
for instance an adiabaticity assumption exploited by Bojowald and Skirzewski (2006)
for anharmonic systems, as well as rare, exactly solvable models in which the equations
decouple. We will first illustrate the application to constrained systems, developed by
Bojowald et al. (2009a) and Bojowald and Tsobanjan (2009), and then discuss a solvable
model for quantum cosmology.

Example 6.7 (Effective constraints for the free, massless particle)
The constraint operator € = ﬁtz — p? implies the effective constraint

C = (C) = (p)* — (p)* + (Ap)* — (Ap)* =0,

which must vanish when evaluated in a physical state, but also requires expectation values
such as

Cpr = (B — (PNE) = 2(p)(Ap)? — 2(P)GP" =0
Cp = ((p — (PNC) = 2p)IG"? — 2(p)(Ap)* =0
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(computed up to moments of third order) to vanish since C is acting on the state to the
right. In a semiclassical state, moments of third (or higher) order are suppressed compared
to those of second order by an additional power of h, and so solving constraints for
second-order moments and expectation values can provide a good approximation to the
full quantum behavior. A finite-dimensional constrained system results that can be analyzed
by standard means; there is, however, one difference compared to usual canonical systems
in classical physics because the phase-space of second-order moments is 3-dimensional:
it cannot be a symplectic manifold but is outright Poisson. This feature sometimes requires
care in the discussion of gauge flows and the classification of first-class versus second-class
constrained surfaces (see the Appendix).

In the present example, we solve C,, = 0 to obtain GP'? = (AP)*(P)/{p:), and with this
solve C,, =0 for (Ap)? = GPP(pY)(p,) = (Ap)*(p)*/(p:)>. The first constraint C =0
then leads to a fourth-order equation

(Pt = UP)* = (AP (p)* — (PY*(ApY =0

for the expectation value of p;, solved by (p;) = £(p) just as classically. Had we included
a non-trivial potential, additional moments would have appeared in the solution, implying
deviations from the classical behavior.

For observables, the gauge flow of effective constraints on the quantum phase space
is to be considered. If the system is deparameterizable with ¢ as time, the structure of
the constraints shows that all moments involving 7 can be fixed as part of the gauge
choice, while moments involving p, are determined by solving the constraints. Only
moments not involving 7 or p; remain dynamical and free to choose as initial val-
ues. Solving the constraints for the expectation value of p,, an expression of the form
(Ps) = Heir((@), (P), (Aq)?, (Ap)?, G9P, .. ) results correcting the classical deparameter-
ized Hamiltonian by moment terms. This is the same form as expected for a quantization
performed after deparameterization.

6.2.2.2 Solvable models

A free, massless scalar field in isotropic cosmology can serve well for deparameterization,
since the only term its energy density contributes is kinetic and does not contain ¢. For a
spatially flat isotropic model in connection variables, we have the Hamiltonian constraint

3 ¢? 1 p2
ViIpl+5—55 =0

871G y? 2|pPr

which can be reformulated in deparameterized form as

3 lepl _

— 0.
4G y

p(ﬂ:l:

For a Hamiltonian of the form H = :I:%,/3/4n v2G (Ep + p¢) we can easily compute
the expectation value Hy = (H) = +./3/47y2G((&)(p) + G). (We have dropped the
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norm, which seems dangerous but is justified for states supported only on the positive
part of the spectrum of ¢ p 4+ p¢.) The quantum Hamiltonian generates the flow d(¢) /d¢ =
+2./47G/3 (¢) and d(p)/de = F2./47G/3 (p) (independent of any moments for this
solvable model) which is easily solved by exponentials. The densitized-triad expectation
value (p) reaches zero asymptotically, where the energy density and curvature diverge.
Although it takes an infinite amount of ¢ to evolve there, it is a finite amount of proper
time. To see this, we just need to relate proper time 7 to ¢ by solving dp/dt = |p|~*/?p,,
using the fact that p, is a constant of motion. The model thus remains singular after a
Wheeler—DeWitt quantization.

In loop quantum cosmology, the Hamiltonian must change, since holonomy operators,
exponentials of ¢, are represented but not c itself. This automatically introduces higher-
order terms in ¢, and the system is no longer solvable as before. A Hamiltonian constraint
that can be represented is, for instance,

3 sin2@e) — 1 1,
- 22 VIP |+_ 32 Pe =
87 G y28 2 |pl3/

(6.14)

obtained from (6.11) with the Hamiltonian of a free, massless scalar. This expression
shows the higher-order terms when Taylor expanded in ¢, as a consequence of holonomy
corrections. Also present is a second type of correction from the discrete nature of quan-
tum geometry: flux operators, just as p in the isotropic reduction, have discrete spectra
containing the eigenvalue zero, and so they cannot have densely defined inverse operators.
On the other hand, an operator whose classical limit is | p|~3/? is needed to quantize the
matter Hamiltonian and analyze the quantum constraint. Such operators exist despite the
non-existence of a precise inverse operator: if we write
1

T {c, \/E} ele \/F}

following a general procedure of loop quantum gravity developed by Thiemann (1998b,c)
and then quantize the right-hand side using holonomy operators, the flux operator for the
positive power +/|p[, and then turning the Poisson bracket into a commutator by i, we
obtain a well-defined operator

2 [T - [ )

87‘[)/8512,

47'[)/G 47TV5G

T ’
\pP2

Its eigenvalues

(871%2)8 3‘\/17_\/;) (8”?’_’52'“') ’

obtained in the triad eigenstates, agree with the expected result for | p| =3/ for ;& > 8 but
show strong deviations for small w. In particular, they are regular for all u, automatically
cutting off the classical divergence at p = 0.
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Both corrections — from holonomies and from the inverse triad — have been analyzed in
several models. Holonomy corrections are more interesting in the present context because
they allow us to keep the model of solvable form even in the presence of quantum effects.
Even with the higher-order terms implied by non-polynomial expressions in c, it turns out
that, in a certain ordering of the factors, the quantized model displays the same kind of
solvability in new variables. (Moreover, as first seen qualitatively by Date and Hossain
(2005) and then numerically by Ashtekar et al. (20006), this type of correction in the given
model provides an interesting example of bouncing solutions in cosmology. The relevance
and different types of bouncing cosmology have been reviewed by Novello and Bergliaffa
(2008).)

If, following Bojowald (2007), we introduce the variables (p, J) with J := pexp(iéc)
instead of the canonical ones (c, p), we can realize the ¢-Hamiltonian corresponding to
(6.14) in linear form,

H=+ |2 6.15
Pe=H=%106 Vs (©.15)
By itself a linear Hamiltonian in some variables does not guarantee solvability, but here it
does because the basic variables (p, J) form a linear algebra:
8nyG - 8ryG . - _ 16y G .
idp

Y= ——idJ, JJh=— 87T, J I} =—
{p, J} 3! {p, J} 3! v, J} 3

We include J as an independent variable in addition to the complex J. The variables will
eventually have to be cut back to two real ones by imposing the reality condition JJ = p?,
or its quantized analog.

6.2.2.3 Cosmological bounces

For a linear Hamiltonian (6.15), the effective Hamiltonian Hyp = (H) equals the classical
one. Thus, quantum equations for expectation values of p and J are identical to the classical
ones,

d(p 4 . d(J [4
(p)=2 ﬂ_GReU), ﬂzz n_G(ﬁ).
do 3 de 3

Solving these equations gives

(PY(p) = Aexp(2/4r G /3¢) + B exp(—2/4n G /3¢)
(M) = Aexp(2y/47G /3¢) — B exp(—2/4n G /3¢) + l,/ y(Spw

where the imaginary part of (J) is determined by the p-Hamiltonian in terms of Do-

We see that (p)(¢), compared to the Wheeler—DeWitt solutions, has a different mixture
of exponentials. At this stage there might still be a singularity of (p)(¢) being zero, which
will happen at some ¢ when the integration constants A and B have opposite signs but
we have not yet imposed the reality condition. At the quantum level, requiring JJ1 = p2,
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this is done by imposing (VT = ¢ p)? = O(h) which need not be sharply zero, since
fluctuation terms would add to the expectation value of the quadratic condition. But as one
can verify by analyzing the evolution of moments, the extra terms are constants of motion.
They are thus small for a state required to be semiclassical at just one value of ¢ which
could be at large volume — a reasonable assumption. Then, we have

4G
_4AB + ”Ty252p; )

and AB > 0. With A and B required to have the same sign by the reality condition, {)(¢)
never reaches zero, not even asymptotically, and the singularity is resolved. In this model,
the classical singularity is replaced by a bounce: a non-zero minimum of the volume.
Although the high symmetry and the specific matter content make this model very special,
it illustrates how the general results of singularity theorems can be avoided by quantum
effects. Even though we did not change the classical matter contribution, thus not violating
energy conditions, the gravitational dynamics changes. In particular, the Raychaudhuri
equation no longer applies in the classical form, which was used to relate caustics of
geodesics to incompleteness. How this can be realized at the level of sufficiently general
space-times remains an open problem.

Other systems will be more complicated, since quantum back-reaction effects —
the coupling of fluctuations, correlations or higher moments of a state to its expecta-
tion values — does arise and can in general not be ignored. The structure and fate of the
singularity might then be more complicated to discuss at least in a long-term picture, but
the approach to a quantum singularity can be analyzed in terms of the higher-dimensional
dynamical systems provided by expectation values with a certain number of moments. At
this stage, the analysis proceeds in a way close to canonical gravity, just with more variables
and possibly extra contributions such as reality conditions of partially complex variables
or uncertainty relations for some of the moments.

6.2.3 Lattice refinement

Another issue to be taken into account for more realistic modelling is lattice refinement.
We have seen that loop quantum cosmology replaces the continuous geometry of clas-
sical gravity and of the Wheeler—DeWitt quantization by a discrete structure. States in a
symmetry-reduced model are supposed to model behavior of a full state when averaged over
large distances. Classically, only the scale factor and its momentum (plus matter variables)
remain for an isotropic model. But in a discrete version of quantum gravity one would
expect that the local change of the discreteness size, which is not fixed by the Planck length
but can vary according to the excitation level of states, provides an independent evolving
variable. It is not easy to implement such changing lattices in the context of quantum field
theory, as discussed in several different contexts, e.g. by Weiss (1985), Unruh (1997) and
Jacobson (2000).
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Indeed, several models of loop quantum cosmology have shown that dynamical refine-
ment must happen for consistency with semiclassical behavior at large volume: when a
universe expands, its underlying discrete structure of space must be refined so as to avoid
expanding the elementary scales to macroscopic sizes. Ensuring this by a dynamical mech-
anism is one of the key consistency requirements on discrete versions of quantum gravity. In
full generality, no such mechanism has been formulated. But in homogeneous constructions
one can at least model different refinement behaviors and see if and how consistent pictures
can arise. Stability considerations have been discussed in this context by Bojowald et al.
(2007), and phenomenological constraints found by Nelson and Sakellariadou (2007a,b)
and Grain et al. (2010).

At the basic level of loop quantum cosmology, lattice refinement affects the spacing of
the dynamical difference equation. Difference operators arose from the action of isotropic
holonomies exp(idc) so that § determines the step size of the equation. Geometrically, §
encodes the length of a (straight) curve used to compute the holonomy for an isotropic
connection. If lattice refinement happens, curves in a graph underlying a state will have to
change when parameterized in a fixed coordinate system; to embed more curves in a region
of constant coordinate size V), coordinate lengths of all curves must shrink. While the
classical expansion is described by an increasing scale factor a(g) with respect to internal
time ¢, lattice refinement shrinks the curves and thus requires an a-dependent parameter
5(a).

When used in a Hamiltonian constraint operator, the step size of the difference equation
becomes non-uniform: it depends on the step. In isotropic models, one can change variables
so as to make the equation uniform again, at least up to factor-ordering terms. But this will no
longer be possible in anisotropic models where more complicated versions of the equations
occur.

Lattice refinement also has an influence on the exactly solvable model where exp(i§(p)c)
must be used in the new variable J if we still want to produce a linear Hamiltonian. But
this will change the algebra between J and J, making it in general non-linear (and not even
periodic in c¢). For power-law behaviors 8(p) = §op* with some parameter x, however,
we can perform a canonical transformation p’ := p'~* /(1 — x), ¢/ := p*cand use (p’, J')
with J' := p’exp(i8yc’) in the same way as before. None of the follow-up equations will
change, and the dynamics of the solvable model is insensitive to the refinement scheme
as long as it is power-law. Non-solvable models, however, depend more sensitively on the
refinement.

6.2.4 Quantum-cosmological perturbations

Homogeneous models often show possible implications of quantum effects in direct ways,
but they may be too special for general conclusions. Reliable statements can be made only
if results have been shown to have the potential of remaining intact when at least linear
perturbations by inhomogeneities are included. For quantum cosmology, this also provides
access to cosmological structure formation.
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Once inhomogeneity is included, the constraint algebra becomes a major point to discuss.
In ahomogeneous model, there is just one constraint, the Hamiltonian constraint for constant
lapse, which by necessity has a vanishing Poisson bracket with itself. At this level, quantum
corrections can be included nearly at will, with possible restrictions only from consistency
considerations of the quantum representations used. The main examples we have seen are
the modification of @ o ¢? in the isotropic constraint by periodic functions representable on
the Hilbert space of loop quantum cosmology, and the behavior of inverse-triad expressions.

For inhomogeneous constraints, even if they are formulated for linearized equations,
the situation changes drastically. The anomaly problem immediately rises to full strength,
requiring all quantum corrections to be such that constraints remain first class even in their
modified form. If this is not realized, evolution equations will not be of purely gauge-
invariant form, coupling gauge artefacts to gauge-invariant perturbations. Corrections in
perturbation equations must be tightly related to corrections in background equations for
gauge-dependent terms to decouple from the physical dynamics. The equations may also
be inconsistent if anomalies are present; for instance, from the gravitational equations for
metric perturbations one would derive a second-order evolution equation for the matter
source in conflict with the matter evolution equation. In covariant terms, this would corre-
spond to mismatched corrections in the Einstein and stress-energy tensors such that they
no longer fulfill the same form of conservation equations.

One may avoid discussing the constraint algebra by fixing the gauge before quantum
corrections are computed, or by adopting a reduced phase-space approach where only the
gauge-invariant variables would be quantized, as advocated for cosmology, e.g., by Giesel
et al. (2007). But none of these procedures appears generic enough to be applicable in all
necessary situations, and to show all quantum effects.

In loop quantum cosmology, consistent cosmological perturbation equations arising
from an anomaly-free system of constraints have been found. But there is as yet no general
formulation including all the expected quantum corrections. In particular with holonomy
corrections, crucial to produce bouncing solutions in solvable models, consistent deforma-
tions turn out to be challenging to find explicitly.

Another correction, resulting from changes in the behavior of inverses of densitized-
triad components, has a simpler form and has been included in consistent deformations
found by Bojowald et al. (2008). Its analysis shows key implications of possible quantum-
gravitational effects in cosmological structure formation, and also for the fundamental
structure of quantum space-time. In particular, the constraint algebra is indeed deformed:
it remains first class but has quantum corrections in its structure functions.

This result may be surprising, for quantum gravity corrections are often expected to be
of higher-curvature type, but all higher-curvature actions give rise to the same form of
the constraint algebra. The algebra, after all, describes the deformation of hypersurfaces in
space-time, as they are used for any canonical formulation. If the hypersurface-deformation
algebra changes, one can only conclude that the elementary structure of space-time, even
as a manifold, is replaced by a different object in quantum gravity. And even semiclassical
gravity will have a remnant of this new structure in the corrected algebra of its effective
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constraints. What this new manifold structure is, perhaps of non-commutative form, remains
an open question. Changes to space-time structures are also of potential significance for
cosmological observations, for they may affect the general classical results about conser-
vation of power on large scales seen in Chapter 4.4.4.1. If power is not exactly preserved,
even if only by a small amount, corrections may add up during long evolution times from
Hubble exit to re-entrance. In this way, the potential for quantum-gravity corrections is
larger than expected: higher-curvature corrections in cosmology would give rise to extra
terms about the size of the tiny £p’H, but additional magnification effects can occur during
long-term evolution if the form of conservation laws changes.

6.3 Quantum black holes

Black holes provide another class of examples for solutions of general relativity in which
singularities occur; they thus present additional tests of quantum gravity. But by necessity
they are less symmetric than isotropic space-times, and thus more challenging.

As seen in Chapter 5.2.1, the region inside the horizon of a Schwarzschild black hole
is homogeneous because the Killing vector field which is timelike outside the horizon
turns spacelike and combines with the rotational symmetries to a transitive group action.
The interior resembles a homogeneous cosmological model and its singularity may be
eliminated by the same mechanisms, as discussed by Ashtekar and Bojowald (2006) and
Modesto (2006). Results are so far less specific, since a homogeneous model can be used
only for vacuum black holes, lacking any matter that could provide high densities at which
a bounce of the geometrical variables could occur. A possible way out may be provided
by matching techniques applied to non-singular matter models as collapsing isotropic star
interiors. But in order to analyze black-hole singularities in general, including the vacuum
case, one has to enter much more into a discussion of strong quantum regimes.

Qualitatively at least, one can speculate what a non-singular quantum extension of
a classical black-hole space-time might look like. Especially the horizon behavior can
change dramatically because quantum effects (even those of matter alone) easily violate
energy conditions; there is no reason to assume horizons to be strictly spacelike or null
in strong quantum regimes. Horizons may shrink from Hawking radiation, or possibly
disappear completely owing to stronger quantum-gravity effects. If this were to happen, the
black-hole interior would be opened up, no longer covered by a horizon. Light would have
been trapped only for a possibly long but finite duration, but not forever. Trapping horizons
would still form, and with them the usual black-hole properties. But if they disappear later
on, the total space-time would be complete; no event horizon would exist. With horizons
allowed to become timelike by quantum effects, smooth effective geometries can become
possible in which an inner and outer horizon in a low-curvature regime close up at strong
curvature to form a joint horizon enclosing the black-hole region from all sides. Based
on negative-energy results, such behaviors have been proposed by Frolov and Vilkovisky
(1981), Roman and Bergmann (1983) and Hayward (2006).
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Fig. 6.1 A non-singular diagram of black-hole evaporation. A trapping horizon H forms as it would
classically, but then dissolves in the strong quantum-gravity regime (hashed).

With quantum-gravity effects describing the collapse of an isotropic matter configu-
ration, as realized for isotropic models of quantum cosmology, matching techniques can
show what implications this might have for an effective space-time surrounding a star.
Constructions follow the classical case of Oppenheimer—Snyder, except that the modified
interior dynamics can no longer be matched to a static exterior; quantum-gravity corrections
lead to effective pressures. Instead, a more general matching to Vaidya-type space-times
can be constructed, showing the geometry at least in a neighborhood of the matching sur-
face. (Only in a neighborhood because the matching to a general class of solutions does
not determine functions such as M(x, v) everywhere in a generalized-Vaidya space-time.)
Following Bojowald et al. (2005a), one concludes that the initial collapse proceeds as it
does classically, with a trapping horizon forming and enclosing the collapsing matter at
some time. Differences to the classical case arise at high densitities, where the cosmological
model used for the interior may show a bounce. The radius of the matter region as a function
of time is no longer monotonic, and a second intersection of the surface with a trapping
horizon can arise. Looking at the detailed equations, one finds that the matching breaks
down beyond that point; physically, the collapsed interior would reappear from within the
horizon, not describable by a simple matching. No complete constructions of non-singular
collapse models exist yet, but this picture of horizons is consistent with the expectation of
a closed one, extending the two intersections at the matching surface as well as the inner
horizon formed within the matter region. As discussed by Ashtekar and Bojowald (2005)
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and illustrated in Fig. 6.1, several features of the endpoint of black-hole evaporation change
in this context.

Further properties of black holes whose potential corrections in canonical quantum
gravity are being studied are critical phenomena in the collapse process, found classically
by Choptuik (1993) and analyzed with quantum-geometry effects by Husain (2009), and
deviations from the thermality of Hawking radiation, e.g. by Vachaspati and Stojkovic
(2008). Finally, by providing further specific examples for consistent deformations of the
classical constrained system of general relativity, black-hole space-times with spherical
symmetry, such as the constraints analyzed by Bojowald et al. (2009c), are providing
means to probe the quantum structure of space-time.

6.4 The status of canonical quantum gravity

Here, we have only provided a sketch of the basic principles, methods and some applications
of quantum gravity related to the canonical formulation. As indicated, promising effects
have been found which can solve conceptual problems or may show the way to observa-
tional tests, but many open problems remain. Within this setting, canonical methods are
indispensable owing to the tight control they give over observables, gauge properties and
space-time structure.



Appendix A

Some mathematical methods

AA.1 Lie derivatives

Given a vector field v on a manifold M, one can take derivatives of tensor fields on M
along its direction. Unlike the covariant derivative, the definition does not require any extra
structures such as a connection or a metric. For a scalar «, the Lie derivative is equivalent to
the definition of a vector field as a derivation: £, = va = v*9,«. Once the Lie derivative
of a vector field along another vector field is defined, the definition can be extended to all
tensor fields using the Leibniz rule.

It turns out that the vector field commutator £, w = [v, w] with [v, w]* = v?dw? —
w’d,v¢ satisfies the requirements for a derivation acting on w and can thus be used as a
suitable definition for the Lie derivative: £,(fw®) = fL,w* 4+ (vf)w* for a function f.
For 1-forms w,, for instance, we use the Leibniz rule and the scalar nature of w,w*® with
an arbitrary vector field w®. Thus,

Lo(@,w") = (Lyw)w’ + wq[v, w]" = (Loywa)w® + wav”0pw® — waw? 9,0
on the one hand and
Lo(waw®) = v99,(wpw?) = v*(8,0p)w" + wpvd,w”
on the other implies
Lowa = V20w, + wpd 0°
since w* was arbitrary.

The concept of the Lie derivative does in fact follow from a general viewpoint, applying
to all tensor fields. We start with the vector field v* along which the derivative is to be

defined, and consider the 1-parameter family of diffeomorphisms @5”) : M — M it defines
by integration. (This is, in fact, a I-parameter group satisfying ®\" o @) = d)ﬁﬁr)s.) Thus,
<I>E)”) is the identity and dCIDSU) /dt|, at each point p is identical to the vector field v(p) at this
point. Here, the -derivative is interpreted as the vector field acting on functions « by

do;”
dr

da(®”(p))
o =

- (A1)

P t=0

The 1-parameter family of diffeomorphisms can be found by integrating ordinary first-order
differential equations in coordinates.
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The 1-parameter family of diffeomorphisms ®;, by its action on M, defines a pull-back
action on functions and covariant tensors as well as a push-forward on contravariant tensors.
The pull-back on functions is simply defined by ®a(p) = a(P,(p)). On vector fields w,
the push-forward ®,,w is defined by mapping the integral curves of the vector field with
the diffeomorphism and then computing the vector field along the new integral curves. A
covariant tensor field w, is pulled back by (P} w,)w* = w, (P, w*) for any w*. Extensions
to higher tensor fields then follow from usual tensorization. (The distinction between push-
forward and pull-back becomes clearer if one considers the more general case of maps from
one manifold M to another one, N. Then, the push-forward of a contravariant tensor on M
is a tensor of the same type on N, while the pull-back of a covariant tensor on N is a tensor
of the same type on M. Unless the mapping from M to N considered is invertible, it does
not give rise to a mapping of covariant tensors from M to N, or of contravariant ones from
NtoM.)

By push-forward with ®, or pull-back with ®;! = ®_,, the 1-parameter family of
diffeomorphisms can be used to define the general Lie derivative along the vector field v
whose integration gives ®,. On an arbitrary tensor T of some type, @, defines a t-dependent
mapping which we simply denote by ®,7. Then, we have

doV'T
LT =—1-—.
dr

As one can verify by direct calculation, this provides the formulas for Lie derivatives already
given for scalars and vector fields. For scalars, this is (A.1). For vector fields, we work in
a small neighborhood around some point p and use local expressions v = Y, v'3/dx’ and
w =Y, w'd/dx". Applied to a coordinate function x’ in the neighborhood,

(A.2)

. . ) 9 i
(@1 w(@ (p)x' = w(@" (P 0 @) =D w (¥ (p)) (8; - r%)

J

where gfv)(t, q) is defined such that the flow for small ¢ is described by x' (<I>(_Ut) (@) —
x'(q) = —1g(,(t, ). (Thus, g(,,(0, ¢) = v'(q).) For the Lie derivative, we need

] v i i (v)
Lo iy wi(@(p) —wi(p) R )
" ((q’g*)w)x — wx ) = d ; - 2}: wi (®V(py)— L T "
which for ¢+ — 0 becomes
ow' I A
ﬁv — w]m = [v, w]x'.

Definition (A.2) also provides formulas for tensors of other types, but given the Lie
derivative on scalars and vector fields, such formulas can more easily be derived by the
Leibniz rule.

AA.2 Tensor densities

For a spatial metric h,;, its determinant is a function but not a scalar because its values
change under coordinate transformations. The combination /det 2d*x behaves tensorially,
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but not +/det & alone. This is captured by introducing a new type of covariant object, densi-
ties ™%, 5, which can be thought of as being obtained from tensors by multiplying with
a power of the determinant of the metric. This definition is independent of the dimension
and signature of the Riemannian manifold, i.e. it can be used for objects on space or on
space-time, or on any manifold of dimension D € N and any signature.

A tensor density w® %, , of weight n € R is an object defined on a differentiable
manifold by a collection of components transforming under changes of coordinates x¢

x/a’ by
()
det —
ax/c

In particular, a tensor density of weight zero is a tensor, and /|det g| a scalar density
of weight one. It follows immediately that the density weight is additive under tensor
multiplic/%tion. Any tensor density of weight n can be dedensitized by multiplying it with
|det g|~"/~.

Further examples of tensor densities are the objects -7, defined such that they are
antisymmetric in all indices and ¢''? = 1 in any coordinate system, and a..ap» defined
such that it is antisymmetric in all indices and &, p =1 in any coordinate system.
(This appears to be the same definition in both cases, except that indices take different
positions.) As shown in Exercise A.4, ¢*-“? has density weight one, and &,, _,, density
weight —1; they are thus two different tensor densities. In particular, &,, ., cannot be
obtained by lowering the indices of ¢““?, as this operation would not change the density
weight.

The tensor densities €2 and &,, ,, take the same constant values in any coordi-
nate system and can thus reasonably be defined to have vanishing covariant derivative:
Va4 = 0 = V,&,. 4, Observing (3.39), this implies that V, det g = 0, since the met-
ric g, is also covariantly constant.

For a tensor density w %, , of weight n, |detg|_"/2 ey, 1s a tensor without
density weight, for which we can use the standard formula for its covariant derivative.
Using the Leibniz rule, this implies that

Y dx’ dx'% gxh dxh
1---Ck .« .. e
e T gxe gurbt T gt

ray..a;

Y4 by..by =

b

2 02 ara
V%, g, = |detg|"? V, (Idetg| /2w %, )

day...a a cas...qa a, ay...ag—|1C
= g1 kblmbl + Fa]cn : kblwbl +ot Faﬁ»” e by...by

ap...dg

c aj...ax c b __aj..a;
_Fabln cby..bp — T Fub,n by..bj_jc — nrban by...b;

for a tensor density w® %, , of weight n. Notice the last term, which arises from the
partial derivative 9, logdetg = 2I'7 .

Also, the Lie derivatives of ¢*? and &,
With

are zero, but £, g, is in general non-zero.

.ap

L,detg = 2det gV, v°

(using again (3.39) and (3.40) implied by it) the Lie derivative of a tensor density 7%,
of weight n is

Lym®y, p = |detg|"? L, (Idetg| ™2 g%y, ) +nm® %, 4, Vo' (A3)
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where the right-hand side requires only the Lie derivative of a tensor without density
weight.

Tensor densities arise naturally in canonical formulations of field theories where the
space-time metric is considered one of the physical fields. In a Liouville term of the form
I d*x¢p, as it is required for a Legendre transformation, one cannot insert the square
root of the determinant of the metric as a measure factor, since this would make ¢ and
D, non-canonical. For scalars ¢ and p,, on the other hand, the simple coordinate measure
d*x would not be appropriate for coordinate-independent integrations. However, if Do
has density weight one, the product d*xp,, transforms invariantly. Similarly, the variable
conjugate to a 1-form A, must be a vector field E“ of density weight one.

Density weights of canonical variables influence the appearance of the diffeomorphism
constraint. It must generate Lie derivatives of the canonical variables, and those expressions
depend on the density weight; the variables in a canonical pair thus appear in different
forms in the constraint. For a scalar ¢ with its momentum p,, the constraint is D[N?] =
[ &*xNp,0,¢, generating different transformations for ¢ and p,, according to their density
weights.

AA.3 Geometry of Lie groups and Lie algebras

A Lie group G is asmooth manifold whose elements form a group with smooth composition.
There are thus diffeomorphisms -~': h+> h™!, L,: h+> gh and R,: h +— hg for all
g € G. Left-translation L, and right-translation R, define actions of the group on itself.
These actions are transitive: for any pair (hy, hy) € G X G there is a g € G such that
hy = Lghy; and free: g is unique, g = h; lhl. (The free, transitive group action has been
used in Chapter 4.1 to construct and classify homogeneous cosmological models without
isotropies.)

Differential geometry can be performed on a Lie group, introducing various kinds of
vector and tensor field. Of particular importance are left-invariant vector fields X satisfying
L, X = X. The Lie commutator of a pair of left-invariant vector fields is again left-
invariant, using ®,[X, Y] = [®, X, $,Y] for a diffeomorphism ®. Left-invariant vector
fields thus form a Lie algebra, a linear space equipped with a bracket operation [-, -]
defined on it. When a Lie algebra is defined as the set of invariant vector fields of a Lie
group G, we call it LG. Choosing a basis X, of the Lie algebra, we define the structure
constants via [Xj, Xg] = Cl X ;.

Transitivity of L, means that a left-invariant vector field X is completely determined
by the value it takes at one point, conveniently chosen as the identity element 7 = I of
the Lie group. In particular, we can identify the Lie algebra LG with the tangent space of
G at the identity, and thus dim £LG = dim G. A basis of the tangent space at the identity
provides a set of generators 7; of the Lie algebra. As another consequence, every Lie group
possesses a global tangent-space basis obtained by left-translating the tangent basis at T,
every Lie group is parallelizable. A 2-sphere cannot be the manifold of a Lie group, while
the 3-sphere is realized as the group manifold of SU(2).

For amatrix group, a Lie group realized as a subgroup of the general linear group GL(n) of
invertible n x n-matrices, we can use matrix elements xg as global coordinates (transported
from a neighborhood of the identity to all of G by left translation). In these coordinates, we
expand a vector in the tangent space at unity as X|; = X§(3/9xg)|1. Transporting it to all
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of G, we obtain the corresponding left-invariant vector field

_ @),
- Bxé’ 5 E)xg‘
g

B(L (D) Xy> )

Bxgl g ax;;

_ rd
=tr ((gX) 3g>

evaluated at a fixed but arbitrary g € G represented by coordinates x(g)g.

Integration is used to invert the transition from a Lie group to its Lie algebra. From an
element X of the Lie algebra, we obtain a left-invariant vector field X(g) on G, whose
integral curves h(t) C G are found by integrating (di/dt)|, = X(g). For a fixed X, this
defines a flow on G. Starting at the unit element and computing the flows of all X € LG
up to ¢t = 1 produces a Lie group, which can be shown to be the universal covering of
the Lie group from which £LG was obtained. (By the integration procedure, a simply-
connected manifold is obtained.) Since X is constant along its integral curves, obtained
by left translation, the flow equations for a matrix group can be solved by the matrix
exponential

X|g = (Lg*X)|g = (

8

— Y
= x(g)(;x/xﬁ

0x%
Blg

[ee]

1
exp(tX) =) ;(IX)" . (A.4)
n=0

The exponential map exp: LG — G thus provides a mapping from the Lie algebra to a
Lie group, inverting the descent from a Lie group to its Lie algebra as the tangent space at
the unit element.

By duality with invariant vector fields, we obtain invariant 1-forms @’ such that o/ (X ;) =
85 and Liw' = @' for all g € G. By the same calculation as used in Chapter 4.1, the
structure constants in the Lie algebra of left-invariant vector fields appear in the Maurer—
Cartan relations dw = —%[w’,\w], or

1
de’ = —zcj,{w’ NI (A.5)

With a basis of left-invariant 1-forms @’ dual to left-invariant vector fields associated
with generators 7; of the Lie algebra, we define the Maurer—Cartan form @yc := ®' Ty,
a left-invariant 1-form on G taking values in £G. It follows that @yc(v’ X ;) = v’/ T, for
arbitrary coefficients v’ (a vector at the tangent space of unity). Thus, the Maurer—Cartan
form restricted to left-invariant vector fields representing the Lie algebra, Oyc|cc = id,
acts as the identity map. While it is invariant under left translations, it satisfies R;@mc =
Ad,-10yc under right translations. Both properties also follow from the formula derived
next.
In coordinates for a matrix group, the dual-basis relationships

9
dx§ <_y> = sgag = idgg
0x;
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show that the Maurer—Cartan form at the unit element of G is simply (6yc |H)g = dxg With
! le = L:,lw’ |1 for left-invariant 1-forms, we thus obtain the expression

i} )} L a(ghexd)
(Ouiclo)f = Ly dry = dlx(g ™) = ———"~"=dxl]

= x(g §dxpl, = (g7'dg)} .

This provides a simple way to compute the Maurer—Cartan form, or a basis of left-invariant
1-forms, for matrix groups.

AA.4 Fiber bundles, connections and n-beins

Several first-order formulations of general relativity exist whose basic fields are not the
metric tensor but rather, connections and tetrads (on space-time) or triads (on space). Such
formulations are often related to additional geometrical structures that do not necessarily
arise in metric formulations.

AA.4.1 Fiber bundles

Many field theories are described by space-time dependent objects taking values in a vector
space V. The basic mathematical structure behind this notion is that of vector bundles,
which can be understood as a base manifold M (such as space-time) with a copy of a
vector space V attached to each point x. In this way, a generalization of the tangent space
arises with internal spaces V,, called fibers of the vector bundle, not associated with any
directions in the base manifold M. Like the tangent bundle, a vector bundle in general is not
trivial, i.e. not of the form M x V. A physical field is then a section of the vector bundle,
which assigns to each point x € M a vector v* € V,. Examples are the gauge theories of
particle physics, whose fibers are representation spaces of the gauge groups, and gravity
which can be formulated for tangent-space tensor fields or for internal vector spaces in
n-bein formulations.

A fiber bundle (B, M, ) over M with fiber F' is a differentiable manifold B together
with a smooth surjective map 7 : B — M with pre-image 7 ~'(x) = F for all x € M, such
that the fibration is locally trivial: for an open covering M = | J, U, of the base manifold
M, = (Uy) = U, x F for all A. There is thus a family of diffeomorphisms f; such that
every p € (U, is smoothly identified with (7 (p), f(p)). Restricting the map to 7 ~! (x)
provides an identification f;|,: 7 ~!(x) — F of all fibers with the general F. However, the
identification in general depends on the neighborhood used, and thus different overlapping
neighborhoods can give rise to different identifications of fiber elements. An illustration is
given in Fig. 4.3 on page 133.

To take this into account, we consider the transition functions g,,(x):= fils o
(fulx)™': F — F defined for x in the overlap region U; NU,. These maps show how
the identification of points on a fiber changes when a different local trivialization is used.
All transition functions are invertible, with g;l} = gux» and can be composed with each
other should at least three neighborhoods overlap at x, in which case g5, o g.v = &v-
The transition functions form a groupoid: a set of invertible elements g,, with two maps
s(guv) := U, and t(g,,) := U, in which composition of two elements gV and g is not
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always defined but is so if #(g") = s(¢®). In most cases, one is interested in G-bundles
for which the transition functions take values in a representation of some structure group
G acting on F, for instance the general linear group acting on a vector space F.

A principal fiber bundle (P, G, M, ) is a G-bundle (P, M, 7)) with fibers F = G and
G acting on itself by the left translation Ly: G — G, h +— g - h. An important property of
a principal fiber bundle is that it carries a natural right action of the structure group G on
all of P, definedby R,p = f3 |;(1p)( Sfolz(p) - 8- In the definition, we refer to neighborhoods
and the fiber identifications they provide by local trivializations, but the right action of G
is independent of that extra choice. Indeed,

filzr - 8 = (& TP fulzp) - & = & (@(P) (fulzip) - &)
= filzm © fﬂ-';(lp) (fM|7T(p) : g) .

Applying f; |;(1p) to both ends of this equation shows that R, is independent of the choice
of local trivialization.

The right action allows the identification of left-invariant vertical vector fields, vector
fields v on P satisfying m,v* = 0, with the Lie algebra of the structure group. For every
X € LG there is a vertical vector field X on P for which X|, = dRexpex)p/dt.

Physically, the right action by the structure group of a principal fiber bundle encodes
gauge transformations, with gauge fields realized by connections as described in the next
section. Other fields subject to gauge transformations are formulated by means of asso-
ciated vector bundles over M with the same structure group and a vector space F as
fiber. One can define an associated vector bundle with fiber F as one having the same
transition functions g;, as the principal fiber bundle it is associated with. More com-
pactly, the associated fiber bundle is the manifold P x, F' := (P x F)/ ~, defined as
the Cartesian product of P and F, factored out by the equivalence relation (Rgp, f) ~
(p, p(g)f) where p introduces the action of the structure group on the fiber. Or, one can
realize the associated fiber bundle as (P x F)/G, the Cartesian product modulo the group
action G: (p, f) = (Rg-1p, p(g)f) of G.

The fact that G acts transitively on the fibers of P means that (P x F)/G is locally
M x F (while P x F is locally M x G x F). Thus, the associated bundle is a G-bundle
over M with fiber F. In an overlap region Uy N, of M, a point p € P is decomposed as
(7w (p), hi(p)) = (T (p), gru(mw(p))h,(p)) with the transition functions g, of P. Thus, on
(P x F)/ ~ we have

(m(p), ho(p), [) ~ (@ (p), L, p(hr(p)) ) = ((p), L, fr(p))
~ (@(p), L, p(gru(m (DR (PN f) = (@ (p), L, p(gs, (7w (p)) fu(P))

confirming that the transition functions are the same for P and the associated bundle.

AA.4.2 Connections

To define derivatives of vector-bundle fields, one needs a prescription to compare vectors
at different points. As on the tangent space, this is done by introducing a connection
I-form T8¢, an object such that “I'5. evaluated at a point x is a linear map v® —
t°T'5.vC on the vector space V, for every vector ¢ tangent to M. For a curve in M, this
allows us to define

svP = —1TB v 5t (A.6)
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as the infinitesimal displacement of an initial vector v at a point x along the curve with
tangent vector t“ at x. If the vector spaces V, are representation spaces of a Lie group,
allowed values of v*T"B ¢ are usually restricted to be in the Lie algebra of the group. In
this case, the connection components are often written as I'? such that '3, = I' (T;)B ¢ for
generators 7; of the Lie algebra. For the theory of weak interactions, for instance, the group
is SU(2) with three generators given by the Pauli matrices. The connection components
correspond to the gauge fields I, i = 1,2, 3, given by the three vector bosons Z and W=.

Integrating the infinitesimal displacements (A.6) along the curve then provides an expres-
sion in the Lie group, which is the parallel transport or holonomy from one vector space
to another one. Using the form in terms of the generators provides compact expressions
as matrix exponentials, where, however, the non-Abelian case requires care with the factor
ordering. In this form, integrations of the infinitesimal transport equation are usually written
as

he(T) = Pexp(f t*T" T;d)) (A7)
e
where e(1) is the curve involved with tangent vector . This expression represents a solution

to the parallel-transport equation

dh (")
da

=T t"Tih () (A.8)

with a A-dependence of 4.(I") by the endpoint of the curve e(A) taken from O to A.

Vector fields in gauge theories are sections of associated bundles. Instead of working
with these sections, a connection can equivalently be introduced as a covariant derivative on
the whole bundle, or on the principal fiber bundle with which it is associated. A connection
on the principal fiber bundle P is defined as a 1-form @ on P taking values in the Lie
algebra of the structure group, such that R;0 = Ad,-16 forall g € G and 0(X) = X forall
X € LG (X being the vertical vector ﬁelcf introduced before). These two properties show
that a connection generalizes the notion of the Maurer—Cartan form from a Lie group G to
a principal fiber bundle with structure group G.

Unlike the Maurer—Cartan form, a connection is not uniquely defined by the requirements
in its definition. It is determined when evaluated on vertical vector fields by the relationship
to the Lie algebra of G, but free on the part transversal to the fibers. Indeed, a connection
amounts to specifying what the horizontal direction at every point p € P should mean,
which, unlike the vertical direction along the fibers, is not determined by the structure of
a principal fiber bundle. With a connection @, the horizontal space H C T P is defined as
the kernel of #: 6(H) = 0. (The kernel cannot have a vertical component, owing to the
transitivity of the right action of G on P.)

With a notion of horizontality given by a connection @, we can lift tangent vectors
v € T M to horizontal vectors ¥ € T P such that §() = 0 and 7,0 = v. Through any point
in the fiber over x, there is a unique lift of a given vector at x. Given a starting point in the
fiber, we can even lift a whole curve e from a point in 77 ~'(e(0)) to one in 7 ~!(e(1)) such
that it is everywhere horizontal. Parallel transport is defined as the map from 77 1(e(0)) to
7~ !(e(1)) obtained by lifting the curve e to all starting points in the fiber over ¢(0).

The relationship between connections as 1-forms on a principal fiber bundle and as
coefficients in a covariant derivative of sections can be seen using local connection 1-
forms. Given a local trivialization of P, we split elements (x, &) of P into base points x
and fiber points /4, and a vector field (vy, ve) into its base and fiber components. Since the
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evaluation of a connection on vertical vector fields vg is fixed, we decompose it as
06.m(vm, v6) = Adp1Ac(vy) + Omcln(ve) - (A9)

The local connection 1-forms A are defined only with respect to a local trivialization; they
change by gauge transformations

AW = Ad AP + Ad10nc (A.10)

when the local trivialization is changed by h; +— g,h,.

AA.4.3 n-beins

On a vector bundle, we have two different kinds of vector and tensor fields, those taking
values in the fibers and those taking values in the tangent space to the base manifold.
Relating these objects requires an additional structure, which is usually introduced in the
context of fibers equipped with a metric n45.

Ann-bein e}, A =1, ..., nin an n-dimensional Riemannian manifold (a tetrad in four
dimensions, a triad in three dimensions, a dyad in two dimensions) is an orthonormal basis
of vector fields, such that e ep, = n4p. One can view the label A simply as an index to
enumerate the independent vector fields in the orthonormal basis of T M, or more usefully
take the whole object €9 as a section of a fiber bundle obtained as the tensor product of the
tangent bundle and another vector bundle over M. The symbol n4p in the normalization
condition of n-beins is then indeed the metric on the fibers.

We can also contract tetrads on the internal indices, for which we obtain 4% elepy, =9
from the line

n"Pehenve = n"Pehnpe = ef = et
and the fact the elé as a matrix must be invertible for {¢}4=1,.., to form an orthonormal
basis. The inverse matrix of e} differs notationally only by index positions, since from
the previous equations it follows that it is given by e = nA8 e}é gap- This shows another
relationship between an n-bein and the space-time metric: eﬁebA = gu». Thus, an n-bein
can replace the space-time metric, which then becomes a derived concept.

We are now dealing with a vector bundle over space-time M equipped with two normed
vector spaces attached to each point x. There is the usual tangent space 7, M with metric
gapr(x), but also the copy V. of the internal vector space with the constant metric np.
(From the point of view of transformations on space-time, this internal metric is a scalar,
in agreement with the fact that it does not have space-time indices.) An n-bein provides
pointwise isometries between these spaces: the map €% (x): V, — T,M, v* > ¢%v* and
the inverse e;“(x): T M — V.. In more methodological terms, n-beins can be used to
replace all space-time indices «, . .. by internal indices A, ... and vice versa.

Just as a metric defines a unique compatible connection, the Christoffel connection on the
tangent bundle, an n-bein defines a unique compatible connection. Its connection 1-forms
can be computed by w,45 = ei V.epp, Where V, is the derivative operator compatible
with the metric defined by the tetrad. With the connection 1-forms w,4p, a covariant
derivative and associated parallel transport is defined for internal vector and tensor fields,
such as D,v4 = V,v4 + w,* sv®. Applying a covariant derivative to the internal metric
nap, which is constant, implies that

c c
Danap = Vallap — W~ ANCB — Wa BNAC = —WaBA — Waap = 0.
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Thus, the connection 1-forms must be antisymmetric in the internal indices, in agreement
with the fact that t“w,” 5, according to the general concepts for connections, must take
values in the Lie algebra of the group preserving n4p (for instance, the Lorentz group for
an internal Minkowski space). In terms of a basis 7; generating the Lie algebra, we define
the spin connection coefficients o/, via w,*p = & (T;)" 5.

Any n-bein determines a unique spin connection for which it is covariantly con-
stant: D,ej = 0. Writing out the covariant derivative with connection components, we
have d,ef —T¢,e8 + '8, e = 0 with the Christoffel connection T'¢,, and thus '3, =
—eh (d,ef — ¢, e®). Using the general expression of the Christoffel connection in terms
of the metric, which in turn is related to the n-bein, we write

nreTly = epecrTy, — ehdaerr = 200peayr)ey, + el elpes dpel . (A.11)

In special dimensions, this can be written in alternative ways; see Exercise A.8.

AA.5 Poisson geometry

In contrast to the geometry of space-time — which is determined by a symmetric covariant
2-tensor, the metric g,;, — the geometry of phase space is determined by an antisymmetric
contravariant 2-tensor, the Poisson tensor P/, In addition to the antisymmetry, it must
satisfy the Jacobi identity

PPN =0 (A.12)

This tensor provides the Poisson bracket { f, g} := P/ (d; f )(9; g) for any pair of phase-space
functions f and g. A Poisson tensor also provides a unique association of a Hamiltonian
vector field generated by a phase-space function H: the vector field P (d; H)d; in a
coordinate basis, coordinate independently also denoted as P*dH where P*: T*M — TM
is the map obtained by lifting co-tangent space indices using the Poisson tensor.

If P is invertible, the phase space is a symplectic manifold with symplectic form
Qij = (PY)~!. The Jacobi identity then implies that €2;; is indeed a closed 2-form, as
required for a symplectic form. In this case, the phase space is also endowed with symplectic
geometry.

AA.5.1 Local structure of Poisson manifolds

A Poisson manifold can be thought of as built from symplectic leaves, which provide a
(possibly singular) foliation of the manifold. Symplectic leaves are defined as the integral
surfaces of the distribution Pg(Tx*M ) C T, M, which is guaranteed to be integrable by the
Jacobi identity. The co-normal space to the foliation, given by ker P, is locally given
by Casimir functions C' such that P*(dC'") = (P ;C! )0; = 0 is the zero vector field.
Factoring out the co-normal directions removes the kernel from the Poisson tensor. On the
leaves a symplectic structure is induced.

Indeed, locally one can always choose Casimir—Darboux coordinates (x*, C') such that
the Poisson tensor is

. af
(P) = (“0 8) (A13)
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with
0 1 0 O
-1 0 0 O
(me) = s
0 O 0 1
0 O -1 0

the standard Poisson tensor of a symplectic manifold in Darboux coordinates. The constant
I1°? can be inverted to give the leaf-symplectic structure Q2.

Example A.1 Let M = g* be the dual of a Lie algebra g with structure constants C'/.
A Poisson structure, called the Kirillov—Kostant structure, is naturally defined on M by
Px(a, B) = X(la, Bl,) at X € g*. This defines the Poisson tensor at any point X € g¥,
applied to a pair of I-forms o, B € T{g* = g** = g. By the latter identification of g** with
g, the Lie algebra bracket on g can directly be used to define the Poisson bracket between
forms on g*. In coordinates in which X = X* T} with Lie algebra generators Ty, this implies
a linear Poisson tensor P/ (X) = CU; X*. Casimir functions in the Poisson-geometry sense
then agree with Casimir functions of the Lie algebra. For g = su(2), the symplectic leaves
are 2-spheres.

In general, symplectic forms 2,4 defined on the leaves of a Poisson manifold cannot be
combined to a presymplectic form on the whole Poisson manifold. If this is possible, we
define, following Bojowald and Strobl (2003a), as follows:

Definition A.1 A compatible presymplectic form on a Poisson manifold (M, P) is a closed
2-form Q on M such that ;; ® = @ for all leaves L in (M, P), where 1,: L — M is the
embedding of a leaf L in M and Ry is the leaf symplectic structure induced from P.

Example A.2 If the Poisson manifold is globally of the form M = L x RF with leaves
L x (C, ..., C* with C' constant, and if the leaf-symplectic structures are ; = d; 0,
for 1 fOrms 0 1 defined on the leaves (parameterized by Casimir coordinates C!), then
Q = d0 is a compatible presymplectic form. (For @ we take the full differential on M,
including derivatives by Casimir coordinates. Leaf-symplectic structures R, on the other
hand, are obtained by keeping Casimir coordinates fixed to specify the leaf and taking
derivatives in dy, only along leaf coordinates.)

More generally, if M = L x R is foliated trivially, a necessary condition for the exis-
tence of a compatible presymplectic form is 9; 550 2, =0, where 9, is the transversal
derivative along a Casimir coordinate, and o an arbitrary closed 2-cycle in the leaf L. This
condition rules out dual Lie algebras of compact Lie groups as possible Poisson manifolds
with compatible presymplectic form. On the other hand, a compatible presymplectic form
exists if all leaves have trivial second cohomology.

AA.5.2 Constraints

Poisson geometry plays a large role in the analysis of Hamiltonian and constrained systems.
If we start with a symplectic manifold but impose constraints to reduce it to a submanifold,
the pull-back of the symplectic form to the constraint surface, while automatically closed,
need no longer be non-degenerate. This happens whenever the constraints are not purely
second class, and the constraint surface is only a presymplectic manifold. In fact, as
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suggested by Bojowald and Strobl (2003b), one can take these considerations to arrive at a
general definition of first- and second-class surfaces.

Definition A.2 Let (M, P) be a Poisson manifold, and 1: C — M be an embedded sub-
manifold such that 1, T C C PYT*M). (The submanifold C is thus contained in a symplectic
leaf of (M, P).) We call C

() first class if {0} # PHT*C) C T.C forall x € C, and
(ii) second class if PHT*+C)N T,C = {0}.

In both cases, we use the co-normal space T} C :={a € T M: a(v)=0 forall
veTC.}

If the surface is locally described by vanishing constraints C! = 0 (including Casimir
functions), such that the co-normal space is spanned by dC’, all Hamiltonian vector fields
X1 generated by the constraints are tangent to C if C is first class, while none of them is
tangent to C for a second-class surface. The requirement that P#(7*-C) not vanish for a
first-class surface ensures that the constraints are not just Casimir functions of the Poisson
manifold, and that C is indeed a proper subset of a symplectic leaf. (Otherwise, a symplectic
leaf would be both first and second class.)

If P =9 is invertible, first- and second-class constraint surfaces in a symplectic
manifold (M, ) are first- and second-class surfaces, respectively, in the sense defined in
the context of the Dirac classification of constraints. The definition given here is more
general and applies to any Poisson manifold.

For second-class constraints in a symplectic manifold (M, ), we can define the Dirac
bracket via the Poisson bivector

Po=P+ Y (C".C'H™'Xcr A X (A.14)
1,J

with P = @~ Its interpretation in the context of Poisson geometry is that (M, Pp) is a
Poisson manifold in which the second-class surface is a symplectic leaf (with the constraint
functions C' as Casimir functions) such that & provides a compatible (pre)symplectic form:
the leaf-symplectic structure is ; = ¢} & for all symplectic leaves of (M, Pp), embedded
by ¢;. In terms of the Casimir functions, we realize each leaf L by the equation C’ = C(IL)

assigning fixed values to the C.

Proof We take two functions f, g € C*°(L) on L and compare {f, g};, = X, f (computed
using the leaf-symplectic structure) with {F, G}p evaluated as the Dirac bracket for two
arbitrary extensions F and G of f and g, respectively: F, G € C*°(M) such that (*F = f
and (*G = g. Around a fixed L, two different extensions F and F’ of f are related by
F' = F +x;(C" — C[;,) for some functions x’. With {C’, -}p = 0 by construction, the
value of {F, G}p does not depend on the extension we choose. For simplicity, we then
choose F and G such that (] (X¢: F) =0 and ¢} (X¢:G) = 0 for all C’ (and thus F and
G are extremized on L along transversal directions). Since no X is tangent to L for a
second-class surface as assumed, the values of (] F and (] G are not restricted by these
conditions.
Then,

GAF, Glp =t (PY(® F)3;G)+ ({C", "N (Xci F)(X s G))
= i (PY@ F)(9;G)) = 1;(XGF).
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Since L’i(XgCI) = —17(X¢1G) =0, X is tangent to L on L, so that its restriction X¢|z €
['(T L) defines a vector field on L. Moreover, the existence of an expansion 2 = £, +
p; ANdC! + 07,dCT AdC” in a neighborhood of L with 1-forms p, and functions o,
combined with ¢ dC’ = 0, implies that

(P XolL) | = @0upXoli = (1 @upXE)
= (11(2 X)), = (dG)p = (dg)g

and thus i} (X6 F) = (Xg|. F)|. = (Pjdg)f = X, f = {f, g}, completing the proof. [J

AA.6 Lie algebroids

Lie algebroids are generalizations of Lie algebras, obtained by making the structure func-
tions depend on positions in some space. Accordingly, they can be used to interpret the sym-
metries behind constraint algebras with structure functions. As shown in Chapter 4.3.2.4,
this has been established especially for Poisson sigma models, which contain 2-dimensional
dilaton gravity models as special cases. Sophisticated algebraic structures then facilitate a
deeper understanding of the solution spaces of these systems. While no comparably explicit
construction is available for full gravity in 3 + 1 dimensions, the hypersurface-deformation
algebra is another example for Lie algebroids; see Chapter 4.3.2.6. Lie algebroids thus
provide several important insights about the nature of gauge transformations.

Position dependence can be formulated elegantly in the fiber-bundle language, with
the base manifold M as the space of dependence. Structure functions are then elements
of C*°(M), and symmetry generators are elements of a fiber basis equipped with a Lie
bracket. The appropriate notion on which algebraic relations are to be defined is thus that
of sections in the fiber bundle, on which smooth functions act by multiplication. For the
Lie bracket to be a derivation, we must require a Leibniz rule to be satisfied, which in turn
requires a map from the fibers of the bundle to vector fields on M. These are the crucial
ingredients of the following Definition

Definition A.3 A Lie algebroid is a vector bundle E over a base manifold M together with
a bundle map p: E — T M (the anchor) and a Lie algebra structure (I'(E), [-, -]) on its
sections such that the Leibniz rule

[s1, fs2] = fls1, 521 + (p(s1) f) 52 (A.15)
is satisfied for all s\, s, € T'(E) and f € C*®°(M).

From the Leibniz rule, it follows that the kernel of p defines a Lie algebra over every
point in M, called the transversal Lie algebra.

Example A.3 Several well-known bundles with algebraic operations defined on them can
be interpreted as Lie algebroids:

(i) A Lie algebra g seen as a vector bundle over a single point with anchor map p = 0 is a Lie
algebroid. So is a bundle of Lie algebras over a base manifold, with anchor map p = 0.
(ii) The tangent bundle T M over any manifold M with p = id is a Lie algebroid.
(iii) Consider the co-tangent space T*M of a Poisson manifold (M, P). The Poisson tensor defines a
map P*: T*M — T M via P*(a) = P(«, -). (In components, the 1-form a = «;dX" is mapped
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to the vector field a;PVd;.) The map p = P* provides the anchor map on E = T*M. To
introduce the Lie bracket on sections, one defines [df, dg] = d{f, g} on exact I-forms and
extends this to all 1-forms using linearity and the Leibniz rule. (In components, [dX', dX/] =
o PIdX*.)

To compare and relate different Lie algebroids, the notion of morphisms is used. Since
Lie algebroids are vector bundles, we start with vector bundle morphisms between two
bundles E; — M, and E, — M,. To preserve the vector-bundle structure, a morphism
must map the first base manifold to the second one, and be fiberwise linear, i.e. relate
the fibers over M| and their images in a linear way. Thus, a vector bundle morphism ¢
is obtained from a base map ¢o: M; — M, together with a section of E}f ® ¢jE>. The
latter bundle is obtained as the tensor product of the dual bundle of E; (having the duals of
fiber spaces of E as its fibers over the same base manifold M;) and the pull-back bundle
@i E», a vector bundle over M; whose fiber over x € M, is the E,-fiber over ¢g(x). (Here,
just fibers are being pulled back, not sections. Such a pull-back bundle is independent of
pull-backs of differential forms, which are sections of the co-tangent bundle. The pull-back
bundle exists for any vector bundle, such as the tangent bundle even though sections in the
tangent bundle cannot be pulled back.) The dual action of £} on E;, mapping a section on
E| to a function over M|, then makes sections of E} ® ¢ E identical to maps from I'(E;)
to I'(¢g E2).

To take into account also the algebraic structure of Lie algebroids, we use the following
Definition

Definition A.4 A Lie algebroid morphism between Lie algebroids (E;, M;, p;, [+, -1;), i =
1, 2, is a vector-bundle morphism ¢ : E| — E; such that

p20¢ = (¢o)« 0 p1 (A.16)

(the morphisms ¢: E1 — E, and (¢o)«: T M| — T M, commute with the anchor maps p;
and p,) and

posi=s20¢y and ¢os;=syopy implies ¢ olsi,si]i = [s2, 552060 (A.17)
foralls;, s] € T(E;).

It follows directly that Lie algebra morphisms provide Lie algebroid morphisms in the case
of vanishing anchor maps. If the anchor map is the identity, diffeomorphisms on the base
manifold provide Lie algebroid morphisms for the tangent bundle. A non-trivial example
of Lie algebroid morphisms is given by solutions of Poisson sigma models, which, as
shown in Chapter 4.3.2.4, provide Lie algebroid morphisms from the tangent bundle of the
worldsheet to the Poisson target manifold.

Some Lie algebroids can be realized as certain tangent spaces in Lie groupoids, gen-
eralizing the relationship between Lie algebras and Lie groups. However, not every Lie
algebroid can be integrated to a Lie group; a complete classification of the integrable
cases has been given by Crainic and Fernandes (2003). A Lie groupoid is a differentiable
manifold G together with two maps s: G — M (“source”) and ¢t: G — M (“target”)
to a manifold M, such that an associative product gg, is defined for any pair
(g1, &2) € G with t(g) = s(g1). Moreover, there is an identity section I: M — G such
that I(#(g))g = g = gl(s(g)), and groupoid elements are invertible in the sense that for all
g8 'g =1(s(g)) and gg~"' = I(s(g)).

A Lie groupoid does not act transitively on itself by multiplication, but there is a left
action defined by multiplication of g € G on t~'(s(g)) C G. A left-invariant vector field
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on G is a section of ker#, C TG invariant under left multiplication. Left-invariant vector
fields can be shown to form a Lie algebroid over M, identified with the subbundle of the
tangent bundle at I(M) normal to TI(M) in T G. This Lie algebroid is uniquely associated
with the original Lie groupoid. More details can be found in the book by Cannas da Silva
and Weinstein (1999).

Al

A2

A3

A4

A5

A.6

A7

A8

Exercises

Compute the Lie derivative of a covariant 2-tensor h,y, such as the spatial metric, as
used to derive (3.50).

Show that the symplectic form €2 on a 2n-dimensional phase space has a vanishing Lie
derivative under Hamiltonian flow: Ly, € = 0 for (X y, -) = dH with a Hamiltonian
function H.

Prove Cartan’s formula

da(v, w) = Ly(a(w)) — Ly(a(v)) — a(L,w)

for a 1-form & and two vector fields v and w.
(i) Show that the square root /|det g| of the determinant of the metric is a density
of weight one, using a general formula for the determinant.

(i) Show that ¢“+“? is a tensor density of weight 1. Use this to give an alternative
proof that \/|det g| is of weight one based on the fact that the density weight is
additive under tensor multiplication of densities.

(iii) Show that &,, 4, is a tensor density of weight —1.

(1) Verify explicitly that the covariant derivatives of £9%¢ and &, (for D = 3) vanish.

(i) Show that the covariant divergence V, E“ of a vector density E¢ of weight one does
not depend on the connection coefficients and equals the divergence in coordinate
derivatives.

Compute the Lie derivative of v/[det g[, and of a general tensor density 7® of weight

one.

Show that a scalar density on a 1-dimensional space transforms like a 1-form under

orientation-preserving coordinate changes, and a vector field of density weight one

like a scalar.

Derive (A.11). On a 3-dimensional space, show that the spin connection can be

expressed via ['4 = %GABCFaCB as

1 .
ra = EeABCe’g(zau,ea]B + eSeapdpe’). (EA.1)
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