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These are introductory lectures on loop quantum gravity. The theory is presented in self-contained
form, without emphasis on its derivation from classical general relativity. Dynamics is given in the
covariant form. The approximations needed to compute physical quantities are discussed. Some
applications are described, including the recent derivation of de Sitter cosmology from full quantum

gravity.

I. WHERE ARE WE IN QUANTUM GRAVITY?

What we know today with a good degree of confidence
about the fundamental description of the physical world
is summed up within three theories:

- Quantum mechanics,
- The standard model (with neutrino mass),
- General relativity (with cosmological constant).

Quantum mechanics still leaves us perplexed about its ac-
tual physical meaning, but its empirical adequacy gives
no signs of failure. The standard model has always en-
joyed negative press, but is among the most spectacu-
larly predictive (if not the most predictive) physical the-
ory ever. It is based on flat-space quantum field theory
(QFT), which is an application of quantum mechanics to
special-relativistic field theory that completely neglects
the import of general relativity. General relativity (GR)
is our present theory of space, time and gravitation; it has
obtained spectacular empirical success, especially in the
last decade; it completely neglects the import of quantum
theory.

With the notable exception of the “dark matter” phe-
nomenology, the description of the world provided by
these theories appears to be in full accord with all present
observations, and capable to account for all of them, at
least in principle. All other ideas studied today in funda-
mental theoretical physics, including loops and strings,
are for the moment —at best— tentative and speculative.

Standard QFT and GR are grounded on mutually con-
tradictory assumptions. Concretely, there are physical
situations in which the theories mentioned do not have
predictive power. For instance, we can use the framework
of effective QFT to compute the gravitational scattering
amplitude of two elementary particles; but if the center-
of-mass energy is approximately equal to the impact pa-
rameter in Planck units, then the effective QF T based on
GR breaks down, and we do not have any prediction at
all. For the same reason, these theories do not provide
a viable framework for early cosmology, for predicting
what happens at the end of a a black hole evaporation,
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or to describe the quantum structure of spacetime at very
small scale.

Loop quantum gravity (LQG), or loop gravity, is a
tentative predictive theory for these phenomena, based
on the idea of writing a version of QFT that does not
disregard the import of GR and —the other way around-
a theoretical account of space, time and gravitation that
does not disregard the import of quantum theory.

LQG is it is still incomplete in some respects, but it is
already a rather mature theory, with a clear definition of
kinematics and dynamics, where some concrete physical
calculations can be performed.

The theory is built on the idea of taking the import
of quantum mechanics and especially that of GR seri-
ously. GR has proven spectacularly effective for describ-
ing relativistic gravitation, and this has been achieved
by modifying in depth our understanding of space and
time. LQG is the effort to bring such general relativistic
understanding of space and time into QFT. The physical
assumptions on which LQG is based are thus grounded
on well-established physics: GR and quantum mechan-
ics (in a slightly generalized form, in order to take into
account the way temporal evolution is dealt with in the
general relativistic context).

The theory utilizes the Ashtekar’s formulation of GR
and its variants, and can be “derived” in a number of
ways. The three major ones (see Section for more
details) are:

- Canonical quantization of GR,
- Covariant quantization of GR on a lattice,
- Formal quantization of geometrical “shapes”.

There is a surprising convergence towards the same for-
malism, from these very different techniques and philoso-
phies. This convergence is a remarkable hint in favor of
the idea that LQG is a natural formalism for general rel-
ativistic QFT.

In these lectures I do not follow any of these paths lead-
ing to LQG. Rather, I give a self-contained presentation
of the theory, and discuss its relation with classical GR a
posteriori. This is like presenting QED by giving its Fock
space, operators and Feynman rules. Section[[I]describes
states and operators. Section [[TI] the transition ampli-
tudes. Section [V] some applications. A list of problems
is given in Appendix [A] Mathematical recalls, advanced
comments and pointers to alternative formulations are in
smaller characters.



II. STATES AND OPERATORS
A. Elementary math: SU(2)

“ It is the mark of the educated man to look
for precision in each class of things just so far
as the nature of the subject admits.”
Aristotle, Nicomachean Ethics, 1,3.

LQG uses heavily the group SU(2), its representation theory and
the Hilbert spaces of the square-integrable functions over the group.
Here is a recall of some elementary facts about these.

SU(2) is the group of 2 X 2 unitary matrices h with unit deter-
minant. A basis in its algebra is provided by the three matrices

—iai,i:I,Q,S,Whereai:{(l 1),(i ﬂ'),(l ,1)}
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are the Pauli matrices. Every h € SU(2) can be written as

T =

i

h=ex'Ti :cos(%) ]1+isin(%> %0'1'- (1)

where a = /ooy < 27 is the rotation angle of the SO(3) rotation
corresponding to the SU(2) element h. The group manifold of
SU(2) is the three sphere (x°)2 + (x1)2 + (22)2 + (22)? = 1, where
20 = cos(%) and z? = sin(%)%. The standard Haar measure
on SU(2) can be written as the invariant measure on this sphere:
dh = d*z §(|z)% — 1).

The irreducible unltary representations of SU(2) are labelled by
a half-integer j = 0, 271, %, called “spin”. The representation
space ‘H; has dimension d; = 25 + 1. The standard basis that
diagonalizes 73 is denoted v"™, m = —j, ..., +j. The representation
matrices are the Wigner matrices D7 (h)™,. The spin-j character
is defined as x7 (h) = tr[D7(h)]. A key property of these matrices
is to be orthogonal in the Haar measure

i _ 1 ..
dh Di'(R)y™,, Di(h)™, = = §3'smm’'s ., (2)
SU(2) dj
Using the fact that the Wigner matrices are unitary, this can also
be written in the more useful form
. ) 1 ..
dh DY (h=1),,™ DIi(h)™, = = §93'sm™'s . (3)
SU(2) J

which admits the simple graphical representation:

. V]
/ dh = = . (4)
sU(2) d; N\

Spaces of functions on the group play an important role in
LQG: in particular, the space L2[SU(2)] of the functions square-
integrable in the Haar measure. Because of the orthogonality ,
the Wigner matrices form a basis in this space. Writing, in Dirac

notation, D7 (h)™, = (h|j,m,n) and (|¢) = [ dhi)(h)p(h), equa-
tion reads
Ry ! 1
G, m' n|j, m,n)y = 699 5™ 5, 2j+1° (5)

This is the content of the Peter-Weyl theorem, which plays a major
role below. This can equally be expressed as follows. Since DJ :
H; — Hj;, we can write Di ¢ % ® Mj;) and the Peter-Weyl
theorem can be expressed in the usefzul notation

Lo[SU(2)] = @; (M @ Hy) . (6)

Some operators are naturally defined on L2[SU(2)]. The (ma-
trix elements of the) SU(2) group element h act as multiplicatif
operators. The (hermitian) left and right invariant vector fields
L ={L;} and R = {R;} are defined by

i tT; ) :'i tT;
i VAT L R = gm0

Acting on the Wigner matrices, they give
R DIi(h) =4 J/ DI(n), (8)

L Di(h) =i D’(h) J7,
where J7 are the (anti-hermitian) generators in the representation
j. The Casimir operator L2 := L;L; acts on the individual H,
in the Peter-Weyl decomposition (because it acts only on the m
indices and not on the j indices) and is diagonal in the spins

L*DI(h) = j(j +1) D? (h). 9)

Given k spins ji, ..., jk, the tensor product Hj ® ... ® H;, is
the space of the tensors ¢"1--™k with indices in different rep-
resentations. This tensor product can be decomposed into irre-
ducibles, as in standard angular momentum theory. In particular,
its invariant subspace is formed by the invariant tensors, satisfying
D1 (k)™ .. DIk (h)™k,, iM "k = §M1-™k. These are called
intertwiners and the linear space they span

Kji.gp =Inv[Hj, ® ... Q Hj, ] (10)

is called “intertwiner space”. Examples of invariant tensors are the
fully antisymmetric tensor i, = €;;, in K111 = H1 ® H1 ® Hi,
the tensor i;4 5 = 0,4 formed by the components of the Pauli

matrices in K;11 = H1 ® H1 ® H7, and the two tensors ;55 =
22 2 3

0i50k, and i;jkl = 6,05, in K1111 = H1 @ H1 ® H1 @ H1. Since an
SU(2) representation appears at most once in the tensor product
of two others, it is easy to see that K, j,;, is always 1-dimensional,
and therefore i;;,, and i;4 g are unique (up to scaling); while K1111
is 2-dimensional.

B. Elementary math: graphs

Graphs play a role in the following. Roughly, the adjacency
relations (who is next to who) between the elementary quanta of
space is described by graphs.

A graph I' is a combinatorial object. It is defined as a triple

= (L, N, 0), where L is a finite set of L elements [, which we call
“links”, N is a finite set of N elements n, which we call “nodes”,
and the boundary relation 9 = (s, t) is an (ordered) couple of func-
tions s : L — N called “source” and ¢ : L — N, called “target”.

The simplest way of visualizing a graph is of course to imagine
the nodes as points and the links as (oriented) lines that join these
points. Each link goes from its source to its target.

e
/

FIG. 1: Picturing of an graph with NV =8 and L = 10.

It is convenient to define also a “reversed” link [~! for each I,
where s(1) = t(I7!) and ¢(I) = s(I~!). We use the notation [ € n
to indicate that [ is a link or a reversed link with s(I) = n. Thus
the set of | € n is the set of the oriented links bounded by the node
n, all considered with outgoing orientation.

An automorphism of a graph is a map from I' to itself which
preserves 0. Given a graph, its automorphisms form a discrete
group.

We say that a graph I is a subgraph of a graph I', we write
IY < T and we say that I" “contains” I, if there exists a map
sending the links and the nodes of I into the links and the nodes
of T', preserving the boundary relations. Of course if ' contains
T’ there may be more than one of the maps. That is, it might be
possible to “place” I'V into I' in different manners.

The relation < equips the set of all graphs with a partial order.
This order admits an upper bound, namely given any two graphs



T and IV we can always find a third graph I'’”/ which contains both
T and I. This implies that we can define the limit I' — oo of any
quantity fr that depends on graphs. It is exist, we say that

foo = FleOQ fF (11)

if for any e there is a I/ such that |foo — fr| < efor all T > I".

With these preliminaries, we are ready to define states
and observables of quantum gravity. The kinematics of
any quantum theory is given by a Hilbert space ‘H carry-
ing an algebra of operators A that have a physical inter-
pretation in terms of observables quantities of the system
considered. Let us start with H.

C. Hilbert space

Let me start by recalling the structure of the Hilbert
spaces used in QED and in QCD. A key step in construct-
ing any interactive QFT is always a finite truncation of
the dynamical degrees of freedom. In weakly coupled the-
ories, such as low-energy QED or high-energy QCD, the
truncation is provided by the particle structure of the
free field, which allows us to consider virtual processes
involving finitely many particles, described by Feynman
diagrams. In strongly coupled theories, such as QCD,
we can resort to a non-perturbative truncation, such as
a finite lattice approximation.! The full theory is then
formally obtained as a limit where all degrees of freedom
are recovered.

In the first case, we can start by defining the single-
particle Hilbert space H;. For a massive scalar theory,
for instance, this can be taken to be the space H; =
Ly[M] of the square-integrable functions on the Lorentz
hyperboloid M. The n-particle Hilbert space is

Hn = Lo[M"]/ ~ (12)

where the factorization is by the equivalence relation de-
termined by the action of the permutation group, which
symmetrizes the states. The Hilbert space

N

n=0

contains all states up to N particles, and is actually suf-
ficient for all calculations in perturbation theory. Hy is
naturally a subspace of Hys for N < N’, and the full
Fock space is the limit

HFock = lim HN. (14)
N—o0

In the second case, namely in lattice gauge theory, the
canonical theory is defined on a lattice I' with, say, L

1 In either case, the relevant effect of the remaining degrees of free-
dom can be subsumed under a dressing of the coupling constants,
if a criterion of renormalizability or criticality is met.

links [ and N nodes n. The variables are group elements
U, € G, where G is the gauge group, associated to the
links, and the non-gauge-invariant Hilbert space is [I]

Hr = Lo[GF). (15)

Gauge transformations act on the states ¥ (h;) € Hr at
the nodes as
¢(hl) — w(gs(l) hl gill)% gn € G (16)

and the space of gauge invariant states is the physical
Hilbert space

Hr = Lo[GF/GN] (17)

formed by the states satisfying . Again the full theory
is obtained by appropriately taking L and N to infinity.

The Hilbert space of LQG has aspects in common with
both these constructions. Let me now define it in three
steps:

(i) For each graph T, consider a “graph space”
Hr = Lo[SU(2)"/SU(2)N] (18)

which is precisely the Hilbert space of an
SU(2) lattice gauge theory, over a graph which is
not necessarily a cubic lattice. As we shall see, the
local SU(2) gauge is related to the freedom of ro-
tating a 3d reference frame in space.

(ii) If T is a subgraph of I” then Hr can be naturally
identified with a subspace of Hrs (the subspace
formed by the states 1¢(h;) € Hrs depending on
h; only if [ is in the subgraph T'). Define an equiv-
alence relation ~ as follows: two states are equiva-
lent if they can be related (possibly indirectly) by
this identification, or if they are mapped into each
other by the group of the automorphisms of I". Let

Hr = Hr/ ~ . (19)
(iii) The full Hilbert space of quantum gravity is finally
defined as
H = lim Hr. (20)
I'—=oo

It is separable.

This completes the construction of the Hilbert space of
the theory.

H has aspects in common with Fock space as well as
with the state space of lattice gauge theory. As we shall
see, states in Hrp can be viewed as formed by N quanta,
where N is the number of nodes of the graph. Thus,
each node of the graph is like a particle in QED, namely
a quantum of electromagnetic field. Here, each node rep-
resents a quantum of gravitational field.



But there is a key difference. QED Fock quanta carry
quantum numbers coding where they are located in the
background space-manifold. Here, since in general rela-
tivity the gravitational field is also physical space, indi-
vidual quanta of gravity are also quanta of space. There-
fore they do not carry information about their localiza-
tion in space, but only information about the relative
location with respect to one another. This information
is coded by the graph structure. Thus, the quanta of
gravity form themselves the texture of of physical space.
Therefore the graphs in can also be seen as a gener-
alization of the lattices of lattice QCD.

This convergence between the perturbative-QED pic-
ture and the lattice-QCD picture follows directly from
the key physics of general relativity: the fact that the
gravitational field is physical space itself. Indeed, the
lattice sites of lattice QCD are small regions of space; ac-
cording to general relativity, these are excitations of the
gravitational field, therefore they are themselves quanta
of a (generally covariant) quantum field theory. An N-
quanta state of gravity has therefore the same structure
as a Yang-Mills state on a lattice with NV sites. This con-
vergence between the perturbative-QED and the lattice-
QCD pictures is a beautiful feature of loop gravity.

Another similarity appears in the factorization by
graph automorphisms, which is analogous to the sym-
metrization of individual particle states defining the
Fock n-particle states.

Comments. This is the “combinatorial H”. An alternative stud-
ied in the literature is to consider embedded graphs in a fixed three-
manifold ¥ —namely collections of lines | embedded in ¥ that meet
only at their end points n— and to define I' as an equivalence class
of such embedded graphs under diffeomorphisms of 3. This choice
defines the “Diff #”. A third alternative is to do the same but using
extended diffeomorphisms [2]. This choice defines the “Extended-
Diff H”. With these definitions a graph is characterized also by its
knotting and linking. (If ¥ is chosen with non-trivial topology, by
the homotopy class of the graph as well). In addition, with the first
of these alternatives graphs are characterized by moduli parameters
at the nodes as well (extended diffeos factor away these moduli [2]).
The space Diff H is non-separable, leading to a number of compli-
cations in the construction of the theory. The combinatorial H
considered here and the extended-Diff H are separable.

Neither knotting or linking, nor the moduli, have found a phys-
ical meaning so far, hence I tentatively prefer the combinatorial
definition. But there are also ideas and interesting attempts to in-
terpret knotting and linking as matter degrees of freedom [3H5]. If
it worked it would be very remarkable success, but it is a long shot.

Another option is to restrict the theory to graphs I" where all
nodes are four valent. (The valence of a node n is the number of
links for which n is the source plus the number of links for which
it is the target.) I do not take this option here, although several
results in the literature refer to the theory restricted in this manner.

D. Operators

The fact that H can be interpreted as a space describ-
ing quanta of space follows from its structure, as revealed
by a crucial theorem due to Roger Penrose. Indeed, each
Hilbert space Hr has a natural interpretation as a space
of quantum metrics, early recognized by Penrose. Let’s

see how this happens.

The momentum operator on the Hilbert space of a par-
ticle Lo[R] is the derivative operator p'= —iV = fi%.
The corresponding natural “momentum” operator on
L,[SU2] is the derivative operator (7). There is one of

these for each link, call it L.

As in lattige gauge theory, operators are defined on the individ-
ual spaces Hr, not on H. Later I explain how these operators are
used in computing observable quantities.

Because of the gauge invariance (16)), we have

Co=)Y L =0. (21)

len

at each node n. The operator L; is not gauge invariant,
namely it is not defined on gauge invariant functions.
But is easy to write a gauge invariant operator:

G”/ = El . El/ (22)

where s(I) = s(I’) = n. For reasons that will be clear in
a moment, call this operator the “metric operator”. In
particular, denote the diagonal entries of G/ as

A? =Gy (23)

The operator GGj;r coincides with Penrose’s metric op-
erator [6]. Penrose spin-geometry theorem states that
the operator Gy can be interpreted as defining angles in
three dimensional space, at each node [6H§]. The theorem
states that these angles obey the dependency relations
expected of angles in three dimensional space.

I give here here in more detail a sharper version of
Penrose’s original spin-geometry theorem, based on a re-
sult by Minkowski. Consider the classical limit of the
Hilbert space Hr, that is, consider classical quantities
L, satisfying (21). Minkowski’s theorem [9] states that
whenever there are F' non-coplanar 3-vectors L satisfy-
ing the condition , there exists a convex polyhedron

in R3, whose faces have outward normals paralel to El
and areas A;. The resulting polyhedron is unique, up
to rotation and translation. It follows that if we write
Gy = AjAp cos(0y), then the quantities 6y satisfy all
the relations satisfied by the angles normal to the faces
of the polyhedra. The operators G;; fully capture the
“shape” of the polyhedron, namely its (flat) metric ge-
ometry, up to rotations. In other words, in the classical
limit the states in the Hilbert space Hr describe a collec-
tion of flat polyhedra with different shapes, one per each
node of I'. The quantum operators A; can be interpreted
as giving the areas of these faces and the quantum oper-
ators Gy as the (cosine of the) angles between two faces
(multiplied by the areas). See Figure

What has a collection of polyhedra to do with the grav-
itational field, which is classically described by a contin-
uous metric? The answer is suggested by Regge gravity:
a collection of flat polyhedra glued to one another de-
fines a (non-differentiable) metric, where the curvature



FIG. 2: Normals (here arrows) to the faces, and proportional
to the area of the face, satisfy and uniquely detrmine the
polyhedron (here a tetrahedron).

is concentrated on the edges of the polyhedra. Thus, a
collection of glued polyhedra provides a discretized ge-
ometry, and therefore a gravitational field up to a finite
truncation of its degrees of freedom.

Thus, the Hilbert space Hr describes a truncation of
the degrees of freedom of GR, like the N-particle Hilbert
space of QED, or the Hilbert space of lattice QCD, de-
scribe truncations of the degrees of freedom of a Yang-
Mils field.

Using standard geometrical relations, we can write the
volume of these polyhedra in terms of the L, operators.
For instance, for a 4-valent node n, bounding the links
l1, ..., 14 the volume operator V,, is given by the expression
for the volume of a tetrahedron

9o . . .
‘/7? = § |L11 ! (le X le)|7 (24)

gauge invariance at the node ensures that this defi-
nition does not depend on which triple of links is chosen.?

As pointed out by Thomas Thiemann and Cecilia Flori [I0], the
definition of the vertex operator for higher valent nodes given in
the literature, is not entirely satisfactory. A good definition of the
operator for general n-valent nodes (which reduces to the one on
(n — 1)-valent nodes when one of the links has zero spin) is still
missing. This does not affect what follows.

Notice that the volume operator V,, acts precisely on
the node space H,,, which, I recall is the space of the in-
tertwiners between the representations associated to the
node n. It is therefore convenient to choose at each node
n a basis of intertwiners v,, that diagonalizes the volume
operator, and label it with the corresponding eigenvalue
v,,. I use the same notation v,, for the intertwiner and
for its eigenvalue.

Finally, the holonomy operator is the multiplicative
operator h; associated to each link [. The operators El

2 The factor % is easy to compute from elementary geometry. Take

a tetrahedron having three sides equal to the three orthogonal
basis vectors in R3. It has three faces orthogonal to one another

and with area % Therefore the triple product gives (%)3 While

the volume is V = %Ah = %.

and h; form a closed algebra and are the basic operators
in terms of which all other observables are built, like the
creation and annihilation operators in QFT.

E. Spin network basis

While the full set of SU(2) invariant operators Gy do
not commute, the Area and Volume operators A; and V,,
commute. In fact, they form a complete set of commuting
observables in Hr, in the sense of Dirac (up to possible
accidental degeneracies in the spectrum of V,,). We call
the orthonormal basis that diagonalizes these operators
the spin-network basis.

This basis has a well defined physical and geometrical
interpretation [TTHI3]. The basis can be obtained via the
Peter-Weyl theorem and it is defined by

Ur i, () = (@ dj, D" () | ®p v )1 (25)

where D7t (h;) is the Wigner matrix in the spin-j repre-
sentation and (-|-)r indicates the pattern of index con-
traction between the indices of the matrix elements and
those of the intertwiners given by the structure of the
graph.3

Since the Area is the SU(2) Casimir, while the volume
is diagonal in the intertwiner spaces, the spin j; is easily
recognized as the Area quantum number and v,, as the
Volume quantum number.

More in detail, the Peter-Weyl theorem states that La[SU(2)%]
can be decomposed into irreducible representations

Lo[SU(2 ]_@ ®(H ®Hj,). (27)

Here H; is the Hilbert space of the spin-j representation of SU(2),
namely a 2j+ 1 dimensional space, with a basis |7, m),m = —j, ..., j
that diagonalizes L3. The star indicates the adjoint representation,
but since the representations of SU(2) are equivalent to their ad-
joint, we can forget about the star.? For each link [, the two factors
in the r.h.s. of are naturally associated to the two nodes s(l)
and ¢(1) that bound I, because under they transform under the
action of gy ;) and gy(;), respectively. We can hence rewrite the last

equation as
Lo[SU@ M =P R Hn (28)
J n

where the node Hilbert space H,, associated to a node n includes
all the irreducible H; that transform with g, under 1' that is®

Ho = Q) M- (29)

len

3 Both tensor products live in
@ ® Vip @ Vj, =

where V; is the SU2 spin-j representation space, here identified
with its dual.

4 The star does not regard the Hilbert space itself: it specifies the
way it transforms under SU(2).

5 More precisely, Hn, = (®ies(n) Hi) @ (Riet(nyn Hi) where s(t)
and t(n) are the sets of the links for which n is, respectively, a
source or a target.

Hr C La[(SU2)E

D Q v (20

n e€dn



The SU(2) invariant part of this space
}Cn = IHVSU<2) [Hn} (30)

under the diagonal action of SU(2) is the intertwiner space of the
node n. The volume operator V;, acts on this space.

The Hilbert space Kr is the subspace of Hr formed by the gauge
invariant states. Thus clearly

Hr = Lo[SUQR)Y/SUR)N =P @) Kn- (31)
Ji n
I denote Psy(2y : Hr — Kr the othogonal projector on the gauge
invariant states. It can be written explicitly in the form

_ -1
Psu@)y(h) = /SU(Z)N dgn w(gs(mhzgt(l))- (32)
Notice also that the states where j; = 0 for some [

are precisely the states that belong also to the Hilbert
space Hrs where I is the subgraph of " obtained erasing
those I’s. It is therefore convenient to define the subspace
‘Hi. of Hr, spanned by the spinnetwork states with all j;
nonvanishing. By doing so, we can rewrite as

H=ED #Hr (33)
r

without then having to bother to factor the equivalence
between spaces with different graph.

Concluding, a basis in H is labelled by three sets of
“quantum numbers”: an abstract graph I'; a coloring j;
of the links of the graph with irreducible representations
of SU(2) different from the trivial one (j = 1,1,3,..);
and a coloring of each node of I' with an element v,, in
an orthonormal basis in the intertwiner space H,. The
states |T, ji, v,,) labelled by these quantum numbers are
called “spin network states” [I1].

F. Physical picture

Spin network states are eigenstates of the area and
volume operators. A spin network state has a simple
geometrical interpretation. It represents a “granular”
space where each node n represents a “grain” or “quan-
tum” of space [I4]. These quanta of space do not have
a precise shape because the operators that decide their
geometry do not commute. Classically, each node repre-
sents a polyhedron, thanks to Minkowski’s theorem, but
the polyhedra picture holds only in the classical limit
and cannot be taken literally in the quantum theory. In
the quantum regime, the operators Gy do not commute
among themselves, and therefore there is no sharp poly-
hedral geometry at the quantum level. In other words,
these are “polyhedra” in the same sense in which a par-
ticle with spin is a “rotating body”.

The spectrum of A is easy to find out, since A? is
simply the Casimir of one of the SU(2) groups. Therefore
the area eigenvalues are

a;j =+j+1) (34)

where j € IN/2. Notice that the spectrum is discrete
and it has a minimum step between zero and the lowest
non-vanishing eigenvalue

ay = ;(;ﬂ)_?. (35)

The volume of each grain n is v,,. Volume eigenvalues
are not as easy to compute as area eigenvalues. They
can be computed numerically for arbitrary intertwiners
spaces (the problem is just to diagonalize a matrix) and
there are elegant semiclassical techniques that give excel-
lent results.

Two grains n and n’ are adjacent if there is a link !
connecting the two, and in this case the area of the ele-
mentary surface separating the two grains is determined
by the spin of the link joining n and n’. Physical space
is “weaved up” [15] by this net of atoms of space.

|F7jlavn>

FIG. 3: “Granular” space. A node n determines a “grain” or
“chunk” of space.

The geometry represented by a state |I',j;,v,) is a
quantum geometry for three distinct reasons.

i. It is discrete. The relevant quantum discreteness
is not the fact that the continuous geometry has
been discretized —this is just a truncation of the
degrees of freedom of the theory. It is the fact that
area and volume are quantized and their spectrum
turns out to be discrete. It is the same for the
electromagnetic field. The relevant quantum dis-
creteness is not that there are discrete modes for
the field in a box: it is that the energy of these
modes is quantized.

ii. The components of the Penrose metric operator do
not commute. Therefore the spin network basis di-
agonalizes only a subset of the geometrical observ-
ables, precisely like the |j,m) basis of a particle
with spin. Angles between the faces of the polyhe-
dra are quantum spread in this basis.

iii. A generic state of the geometry is not a spin net-
work state: it is a linear superposition of spin net-
works. In particular, the extrinsic curvature of the



3-geometry®, which, as we shall see later on, is cap-
tured by the group elements h;, is completely quan-
tum spread in the spin network basis. It is possible
to construct coherent states in Hr that are peaked
on a given intrinsic as well as extrinsic geometry,
and minimize the quantum spread of both. A tech-
nology for defining these semiclassical states in Hp
has been developed by a number of authors, yield-
ing beautiful mathematical developments that un-
fortunately I do not have space to cover here. See
for instance [I6H20].

G. The Planck scale

So far, I have not mentioned units and physical dimen-
sions. The gravitational field g,, has the dimensions of
an area.” The dimension of the Ashtekar’s electric field
E (the densitized inverse triad), is also an area. The
geometrical interpretation described above depends on a
unit of length Liep, which characterizes the theory. For
instance, in, say, centimeters, the minimum area eigen-
value ay will have the value

V3

a 7 Lloop . (36)

1
2
and the metric operator will be defined by

Guw =L, Li- Ly (37)

What is the value of Ljoop? The Hilbert space and the
operator algebra described here can be derived from a
canonical quantization of GR. In this case L, is eas-
ily identified with the flux of the Ashtekar electric field,
or the densitized triad, across the polyhedra faces, and
canonical quantization fixes the multiplicative to be

Lo, = 87y hG (38)

where -, the Immirzi-Barbero parameter is a positive real
number, G is the Newton constant. This relation may be
affected by radiative corrections (the Newton constant
may run between Planck scale and the infrared), there-

fore it is more prudent to keep L1200p as a free parameter

in the theory for the moment. It is the parameter that
fixes the scale at which geometry is quantized.

6 In canonical general relativity the extrinsic curvature of a space-
like surface is the quantity canonically conjugate to the intrinsic
geometry of the surface.

7 This follows from ds? = guvdxHdz” and the fact that it is rather
unreasonable to assign dimensions to the coordinates of a general
covariant theory: coordinates are functions on spacetime, that
can be arbitrarily nonlinearly transformed. For instance, they
are often angles.

H. Boundary states

The states in H can be viewed as describing quantum
space at some given coordinate time. A more useful
interpretation, however, and the one I adopt here, is to
take them to describe the quantum space surrounding a
giwen 4-dimensional finite region R of spacetime. This
second interpretation is more covariant and will be used
below to define the dynamics. That is, a state in H is
not interpreted as “state at some time”, but rather as a
“boundary state”. See Figure [

FIG. 4: The state described by a spin network can be taken
to give the geometry of the three dimensional hypersurface
surrounding a finite 4d spacetime region.

In the non-general-relativistic limit, therefore, H must
be identified with the tensor product H}m ® Hinit of
the initial and final state spaces of conventional quantum
theory.

This is the quantum geometry at the basis of loop grav-
ity. Let me now move to the transition amplitudes be-
tween quantum states of geometry.

III. TRANSITION AMPLITUDES
A. Elementary math: SL(2,C)

I start with a few notions about SL(2,C), the (double cover of
the) Lorentz group SO(3,1). SL(2,C) is a six dimensional group. I
denote by 1 the spinors of the fundamental representation defined
on C2? by the 2 x 2 complex matrices with unit determinant. By
v the vectors in the 4d real representation defined on Minkowski
space by the Lorentz transformations. And by J the antisymmetric
tensors in the adjoint representation (as the electromagnetic field).

It is convenient to study SL(2,C) by choosing a “rotation” sub-
group H = SU(2) C SL(2,C). Choosing an SU(2) subgroup in
SL(2,C) is like choosing a Lorentz frame in special relativity. In
the vector representation H leaves a timelike vector ¢ invariant,
and we can choose Minkowski cordinates where, say t = (1,0, 0,0).
Then we can distinguish the time space components of any vector
v = v + ¥, where ¥ = (0,v%),i = 1,2,3 is orthogonal to t. In
the fundamental representation a choice of H is equivalent to the
choice of a scalar product. H is given by the matrices unitary with
respect to this scalar product. A change of Lorentz frame is equiva-
lent to rotation of the scalar product in C2. Given a scalar product
(|¢) = gapyAdP, we can choose a basis in C? where g = 1. The
relation between the choice of basis in C2 and in Minkowski space
is given by the Clebsch-Gordan map v — v91 4 vio;.

In the adjoint representation, a basis in the SL(2,C) algebra
is formed by the generators L; of the SU(2) rotations and the
corresponding boosts generators K;. Any group element can be
written in the form ) )

g= eoﬁn#»zﬂ’n (39)

The left invariant vector fields are then given by



. = i ity
» Kip(h) = i b(he®™™) s (40)

Lip(h) = i p(hetm)
dt t=0
The two Casimirs of the group are L - K and |L|2 + |K|2.

The finite-dimensional representations of SL(2,C) are non-
unitary. For instance the Minkowski “scalar product” z -y =
2990 — xlyl — 2292 — 2343 is not a scalar product, because it
is not positive definite. LQG uses instead unitary representations
of SL(2,C), which are infinite dimensional. These can be studied
for instance in [21] or [22]. Roberto Pereira’s thesis [23] is also very
useful for this. Here I give the essential information about these
representations.

Unitary representations of SL(2,C) are labeled by a spin k and
a positive real number p. The representation spaces are denoted
Hp,k- The two Casimirs take the values 2pk and p? + k2, respec-
tively, on Hp . Each H, ;. can be decomposed into irreducibles of
the SU(2) subgroup as follows

Hpk = @;ik Hj,k (41)

where ’H;,k is a (2j+1) dimensional space that carries the spin-j
representation of SU(2). A useful basis in H,, 1 is obtained diago-
nalizing the total spin and the third component of the spin of the
SU(2) subgroup. States in this basis can be written as |p, k; 7, m).
The representation matrices DP¥(g) in this basis have the form
DpPk(g)im ;... The representation matrices DP¥(g) span a linear
space of functions on SL(2,C). As elements of this space, they can
be written in Dirac notation as

(glp, ks (j,m), (§'m")) = DP* ()™ j1 . (42)

xP*(g) = tr[DP¥(g)] is the SL(2,C) character in the (p, k) unitary
representation. (This is generally a distribution on the group, since
the representation spaces are infinite dimensional.)

Of particular importance in LQG is a subspace of this space of
functions. This is the space spanned by the subspaces %;,k where

p=7j, k=j; (43)
that is, the space
Hy =, ((H; ) @1, ). (44)
In other words, this is the space of functions on SL(2,C) of the
form B ]
$(9) = D Cmm D7I(GY ™ s (45)
Jj,mn
equivalently
|¢> = Z Cj mm/ I'Yjv.jv (jvm)7 (.]m/» (46)
J,mn

The space H~ has two remarkable properties

- It is naturally isomorphic to L2[SU(2)]. The map

Y’Y: |J7m7n>'_>‘7]7]1(]7’”’1’)7(]?”)) (47)
sends L2[SU(2)] onto H~. This maps is clearly SU(2) in-
variant.

- For all ¢, ¢ € H, we have [24H26]
(W|K +~L|¢) ~ 0. (48)

where ~ means that the relation holds in the large j limit
(which, as we shall see later on is the semiclassical limit of
the quantum theory). This relation has an important mean-
ing in quantum gravity, because, as we shall see in Section
[[V] it is precisely the “simplicty condition” that reduce BF
theory to GR — see equation .

The space H~ has a natural Hilbert space structure, inherited
from . Notice, however that it is not a subspace of the Hilbert
space of square integrable functions Lo[SL(2,C)]. This is because
it is formed by a discrete linear combination of functions with a

sharp value of p, which is a continuous label. In other words, it is
like a space of linear combinations of delta functions.8

Consider a graph I' with and a function ¥(h;) of SU(2) group el-
ements on its links. The map Y5, extends immediately (by tensoring
it), and sends ¢ (h;) in a function of Y, (g;) of SL(2,C) elements.
This is not SL(2,C) invariant at the nodes, but we can make it
gauge invariant by integrating over a gauge action of SL(2,C).
That is, denote

Psreov(g) = / dgn, lﬁ(gs(z)gzgt_(ll))- (49)
SL(2,0)N
where the prime on dg, indicates that one of the edge integrals is

dropped (it is redundant). Thus, the linear map
f»y = PSL(Q#C) o Y'y (50)

sends SU(2) spin networks into SL(2,C) spin networks. In par-
ticular, (fy¢)(1;) is a linear functional on the space of SU(2) spin
networks. By linearity

()M = [ dhu w(bn) Ay () (51)
An explicit calculation shows that this can be written in the form
Aty = [ dgi 189095 (52)

SL(2,C) !

where [ are the links and n the nodes of I and the kernel K is
K(h,g) = Z/ dk dj x (hk) X7 (kg). (53)
T /su@)

We use this below.

B. Elementary math: 2-complexes

A (combinatorial) two-complex C = (F,&,V,0) is defined by
a finite set F of F' elements f called “faces”, a finite set £ of E
elements e called “edges”, a finite set V of V elements v called
“vertices”, and a boundary relation O that associates to each edge
an ordered couple of vertices e = (se, te)) and to each face a cyclic
sequence of edges. A cyclic sequences of edges is a sequence of ny
edges or reversed edges e such that te,, = Seni1 with nyg+1= 1.

We define €.y = =£1 if the edge e appears as e or as e~ 1 in the
sequence. We write
V=>" n;. (54)
f

For each vertex v of the two-complex, we call I';, the graph formed
by intersection of the two-complex with a small sphere surrounding
it.

The boundary I' = 9C of a two-complex C is a (possibly discon-
nected) graph I', whose links ! are edges of C bounding a single face
and whose nodes n are vertices of C bounding (links and) a single
internal edge.

The same definitions of automorphisms and partial order I gave
for the graphs hold for the two-complexes. In particular, it makes
sense to define the limit

foo = Jim fe (55)

8 The relation is exactly true (not just in the large j limit) if
we replace p = vj by p = v(j + 1). This alternative has been
considered in the literature, but it seems to lead to problems in
relating the dynamics of graphs to that on subgraphs. Sergei
Alexandrov has noticed that H~ is not the only subspace with
these properties. It is the first of a family of spaces H[,, defined
by p = (j+r)G+r+1)/j, k = j+r, j = j+r, with any
integer r. The parameter r determines a different ordering of
the constraints, and I do not consider it here. On this, see [26].



of a function that depends on a complex.
A two-complex can be visualized as a set of polygons f meeting
along edges e in turn joining at vertices v (see.

FIG. 5: A two-complex with one internal vertex.

Recall that in 3d, the physical interpretation of the graphs
turned out to be as dual to cellular decompositions of 3d space.
The same will be true for two-complexes in 4d. Vertices can be
thought as dual to 4d cells in spacetime. Edges are dual to 3d cell
bounding the 4d cells. Importantly, faces are dual to the surfaces
to which we have assigned areas in 3d.

Notice that boundary relations then hold correctly: An edge
hitting the boundary of the two-complex is simply a 3d cell that
happens to sit on the boundary of a 4d cellular decomposition of
spacetime. A face hitting the boundary of the two-complex is a 2d
surface that sits on the boundary. Thus, for instance a 2d surface
in spacetime is represented by a link [ in the 3d graph, but it is
represented by a face f in the 4d complex. If the surface is on the
boundary, [ is bounds f.

‘We now all the ingredients for defining the transition amplitudes
of quantum gravity.

C. Transition amplitudes

Each two-complex C defines a (truncated) transition
amplitude Z¢(h;) for the states in Hpe. Recalling the
discussion in Section [[TC] on the convergence between
the QED and the QCD picture, the truncation can be
thought in two equivalent ways. Either as a background
independent analog of the truncation provided by a finite
4d lattice in QCD, or as a truncation in the order of the
Feynman diagrams, in a background-independent analog
to the Feynman perturbative expansion. The two pic-
tures turn out to converge because physically a spacetime
lattice is nothing else that a “history” of space quanta, in
the same sense in which a Feynman graph is a “history”
of field quanta. In the first case, the two-complex can be
thought as a discretization of spacetime. In the second,
as a particular Feynman history of quanta of space. Let
us now define the transition amplitude.

The transition amplitudes of LQG are defined by

Ze(h) :/sw )dhvf [T5hp) TTAv(hup)-  (56)
2 f v

Here hy = Hvef hyy is the oriented product of the group
elements around the face f and the vertex amplitude is

A= [ ag, T[K(bgugi)  67)
SL(2,C) )

where [ are the links and n the nodes of T, (which are
associated to the the faces and, respectively, the edges
adjacent to v). Finally, the kernel K is

Kihg) =3 [ abd ) ko). (59

where, I recall, d; = 2j + 1, x7(h) is the spin-j character
of SU(2) and x”™(g) is the character of SL(2,C) in the
(p,n) unitary representation. -~ is a dimensionless pa-
rameter that characterizes the quantum theory. This is
the theory.

The expressions above define truncations of the full
transition amplitudes. Let me define also the full physical
transition amplitude as

W(h) = Jim Ze(ha). (59)

In a general-covariant quantum theory, the dynamics can
be given by associating an amplitude to each boundary
state |27 [28]. This is determined by the linear functional
W on H. The modulus square

P() = [(W[e)? (60)

determines (with suitable normalization) the probability
associated to the process defined by the boundary state
.
This vertex amplitude has been found inde-
pendently by different research groups [29H34], following
quite distinct research logics; the different vertices have
only later been recognized as the same. (The presenta-
tion I have given here does not follow any of the origi-
nal derivations.) Notice that and are precisely
equations and . Therefore the vertex amplitude
for a spin-network state i) on I';, can be also written in
the compact form

Ay () = (fy9) (D). (61)

where f, is given in . In other words, the theory is
determined by the imbedding Y-, of SU(2) functions into
SL(2,C) functions, defined in section see equation
(47). This is discussed more in detail below.

D. Properties and comments

The form of W is largely determined by general prin-
ciples: Feynman’s superposition principle, locality, and
local Lorentz invariance [35].

1. Superposition principle. Following Feynman, we
expect that the amplitude (W | ¢) can be expanded
in a sum over “histories”. The integral in is
like a truncated version of a Feynman path inte-
gral, analogous to the integration over the group
elements in lattice QCD. The integration variables
are precisely the SU(2) group elements that form



a basis in the Hilbert space of the theory. As men-
tioned, a given two-complex can also be viewed as
a history of quanta of spaces. The integration in
is then analog to the momenta integration in
Feynman diagrams.

2. Locality. We expect the amplitude W (o) of a single
history to be built in terms of products of elemen-
tary amplitudes associated to local elementary pro-
cesses.” This is the case for the integrand of ,
which is a product of local face and vertex ampli-
tudes. The face amplitude 6(hs) simply glues the
different vertices amplitude. The non trivial part
of the amplitude is thus in the vertex amplitudes

A,y

3. Local Lorentz invariance. Classical GR has a local
Lorentz invariance, and we expect the individual
spinfoam vertex to be Lorentz invariant in an ap-
propriate sense. If spinfoams states were SL(2,C)
spin networks ¥(g;),g91 € SL(2,C), gauge invari-
ance could be easily implemented by projecting on
locally Lorentz invariant states with Pgp 2 c). But
the Hilbert space Hr has no hint of SL(2,C). So,
to implement local Lorentz invariance, there should
be a map from Hr to a Lorentz covariant language
that characterizes the vertex. How? Well, I have
just constructed such a map in the previous sec-
tion: it is the map Y,, which depends only on a
single parameter . The vertex amplitude is then
simply obtained from Y, and Pgp(2,c), as expressed

by .

Quite astonishingly, the simple and natural vertex am-
plitude appears to yield the Einstein equations in the
large distance classical limit, as I will show below. A nat-
ural group structure based on SU(2) C SL(2,C) appears
to code the Einstein equations.

The skepticism prompted by this surprising claim may
be tempered by two considerations. The first is that the
same happens in QED. The simple vertex amplitude

W< (62)

= e7," d(prtpatk)
yields the full complexity of the interacting Dirac-
Maxwell equations. In other words, QED, with its fan-
tastic phenomenology and its 12 decimal digits accurate

<W|1/’é41 (pl)v eB; (pQ)a Z(k»

9 Notice that this is true for the Feynman integral amplitudes,
which are exponential of integrals, namely limits of exponentials
of sums, which is to say (limits of) products of (exponentials of)
terms which are local in spacetime, as well as for the amplitudes
of the QED perturbation expansion, which are products of ver-
tex amplitudes and propagators. In particular, in QED the QED
vertex is the elementary dynamical process that gives an ampli-
tude to the boundary Hilbert space of the states of two electrons
and one photon.
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predictions, is little more than momentum conservation
plus the Dirac matrices ’y;fB , which, like f,, are essen-
tially Clebsch-Gordan coefficients.

The second consideration is that, as will discuss later
on, general relativity is BF' theory plus the simplicity
constraints. BF' theory means flat curvature. Hence in
a sense GR is flat curvature plus simplicity conditions
(see below). The map f, implements the simplicity
conditions, since it maps the states to the space where
the simplicity conditions hold; while the evaluation
on G; = 1 codes (local) flatness.

The last observation does not imply that the theory describes flat
geometries, for the same reason for which Regge calculus describes
curved geometries using flat 4-simplices. In fact, there is a deriva-
tion of the vertex which is precisely based on Regge calculus,
and a single vertex is interpreted as a flat 4-simplex [31},[33]. In this
derivation one only considers 4-valent nodes and 5-valent vertices.
The resulting expression naturally generalized to an arbitrary num-
ber of nodes and vertices, and therefore defines the dynamics in full
LQG. The existence of this generalization was clearly emphasized
in [34].

The vertex amplitude gives the probability am-
plitude for a single spacetime process, where n grains of
space are transformed into one another. It has the same
crossing property as standard QFT vertices. That is, it
describes different processes, obtained by splitting differ-
ently the boundary nodes into “in” and “out” ones. For
instance if n = 5 (this is the case corresponding to a
4-simplex in the triangulation picture), the vertex (61))
gives the amplitude for a single grain of space splitting
into four grains of space; or for two grains scattering into
three, and so on. See Figure [6]

FIG. 6: Transition from nothing to four quanta of space and
from a single quantum of space to three.

More precisely, the vertex (W, |¢) gives an amplitude
associated to the spacetime process defined by a finite
region of spacetime, bounded by a 3d region described
by the state 1: there is no distinction between “in” and
“out” states.

The expressions (56H58)) define the quantum field the-
ory of (pure) gravity. What remains to do is to extract
physics from this theory, and show that it gives general
relativity in some limit. Before discussing how to extract
physical predictions from the formalism above, however,
let us pause to illustrate how the above construction is
heuristically related to classical general relativity.



IV. DERIVATIONS

I have presented the theory without deriving it from
classical general relativity. There are a number of distinct
derivations that converge to the theory. In this section,
I sketch some basic ideas in these derivations. A word of
caution is however needed.

Quantum-gravity research has often focused on setting
up and following “quantization paths” from classical gen-
eral relativity to a quantum theory. These are very useful
to provide heuristic indications for constructing the quan-
tum theory, but they are neither sufficient nor necessary
for taking us to quantum gravity. If there was a straight-
forward quantization route, the quantum theory of grav-
ity would have been found long ago. Any generalization
requires a certain amount of guesswork. The “quantiza-
tion paths” sketched below must be seen as nothing more
than heuristics, which have given suggestions useful for
construction of the theory, and shed light on aspects of
the definitions.

The theory itself should not be evaluated on the ba-
sis of whether or not quantization procedures have been
“properly followed” in setting it up. It must be judged on
the basis of two criteria. The first is whether it provides a
coherent scheme consistent with what we know about Na-
ture, namely with quantum mechanics and, in an appro-
priate limit, with classical general relativity. The second
is to predict new physics that agrees with future empir-
ical observations. This is all we demand to a quantum
theory of gravity.

Since for the moment we do not have so many useful
empirical observations, it might sound that the consid-
erations above give us far to much freedom. How then
to choose between different quantum gravity theories, or
different ways of constructing the theory? This question
is asked often. I think it is a misleading question, for
the following reason. At present, we do not have several
consistent, complete and predictive theories of quantum
gravity. In fact, we are near to have none at all. Most of
the quantum gravity approaches lead to very incomplete
theories where predictions are impossible. Therefore the
scientifically sound problem, today, is whether any com-
plete and consistent quantum theory of gravity can be
set up at all. If we can solve this problem, it is already a
great success, after decades of search. The issue of check-
ing whether this is the right theory, namely the theory
that agrees with experiments, comes after. And if history
is any guide, solving a problem of this kind has almost
always immediately lead to the right solution: Maxwell
found one of the possible ways of combining electricity
and magnetism, and it was the right one, Einstein found
one of the possible ways of writing a relativistic field the-
ory of gravity and it was the right one, and so on. The
scientifically sound problem today, therefore, is whether a
complete, consistent, predictive theory of quantum grav-
ity exists. With this in mind, let us see what is the formal
relation between classical general relativity and the quan-
tum theory constructed above. Accordingly, this section
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is mostly sketchy, and relies on pointers to existing liter-
ature.

A. Dynamics

General relativity can be presented as the field theory
for the field g, (x) defined by the classical equations of
motion that follow for instance from the action

S[g] = / do /G (R —2A). (63)

In this section I neglect the cosmological constant A. The
metric field g, () cannot be the fundamental field, be-
cause it does not allow fermion coupling. A better pre-
sentation of the gravitational field, compatible with the
physical existence of fermions, is the tetrad formulation,
where the gravitational field is represented by the field
e(x) = ey(x)dat, where e, (x) = (e],(z), I =0,1,2,3) is a
vector in Minkowski space. The relation with the metric
is well known: g,,, = nrseje). It convenient to treat the
theory in the so called first-order formalism, in which the
connection is treated as an independent variable. There-
fore we introduce a (a priori) independent SL(2,C) con-
nection field w(z) = wy,(z)da*, where w,(z) = (w)/(z))
is an antisymmetric Minkowski tensor, namely an ele-
ment in the adjoint representation of SL(2,C). Another
element in the adjoint representation is the Plebanski two
form

Y=eAe, (64)

which is important in what follows. It is a simple exercise
to rewrite in terms of these quantity. This gives

Sle,w] = /(e Ae)* A Flw] (65)

where F' is the curvature of w, the star indicates the
Hodge dual in the Minkowski indices, that is (e Ae)}; =
% ersrr e Ael, and a trace in the adjoint representa-
tion is understood (that is XF = 3;;F!”) Now, recall
that in QCD we add to the classical action [ F* A F a
parity violating f-term 6 [ F'A F that does not affect the
equations of motion, but which has an effect in the quan-
tum theory. The same can be done in general relativity,
giving the Holst action

Sle,w] = /[(e/\e)* + %(e/\e)] APl (66)

This action is equivalent to in the sense that all
solutions of the Einstein equations of motion are also
solutions of this action. Therefore this action is equally
empirically validated as standard general relativity.

We are interested in the quantum states of this theory.
Quantum states live at fixed time, or, in a more covariant
language, on a 3d surface bounding a spacetime region.
Let us therefore consider a region of spacetime with a



boundary ¥, and let’s study the canonical formalism as-
sociated to this boundary. The momentum conjugate to
w|s;, namely to the restriction of w to X, is immediately
read out of the action:

= ((e/\e)* + 1(e/\e))

5 (67)

=

7 lives in the adjoint representation of SL(2,C). In the
quantization of any theory with an internal gauge, the
momentum conjugate to the connection is the generator
of the local gauge transformations, thus we identify 7
with the SL(2,C) generator in the quantum theory.

It is convenient to partially gauge fix the internal
SL(2,C) symmetry. Choose (continuously) a scalar field
n = (ny) with (timelike) values in Minkowski space at
every point of the boundary, and gauge fix e by requiring
that ne|s = nreldz® = 0, where 2 are coordinates on the
boundary. Define its electric and magnetic components
with respect to the gauge defined by n, that is

-

K :=nm, L:=—-nx". (68)
where the arrow reminds us that these are in fact 3d
quantities like the electric and magnetic field. In the
time gauge, using ne = 0, this gives immediately

q .
K =n(eNe)'|s, L= —Qn(e/\e)*|g, (69)

that is
K +~L =0, (70)

which is called the “linear simplicity constraint”. E,
formed by the space-space components of 7, generates ro-
tations, while K , formed by the time-space components
of 7, generates boosts. Therefore the states of the quan-
tum theory will have to satisfy the constraint equation
. Compare this equation with equation , and re-
call that the space H. is the subspace of the space of
the SL(2,C) representations where this equation holds.
It is clear that the restriction of the SL(2,C) represen-
tations defined by #H. is precisely an implementation of
the general relativity constraint .
Now, consider a theory defined by the action

S[B,w] = /B/\F[w]. (71)

where B is an arbitrary two-form with values in the ad-
joint representation. This is the same theory as general
relativity by wihout the condition that B has the form
B = (eNe)* + %(e A e) for some e, or, equivalently,
without the condition that in the time gauge simplic-
ity holds. This theory, which is called BF theory, is
well understood both in the classical and quantum do-
mains. The equations of motion give F' = 0, therefore
the connection is flat. Therefore the dynamics of general
relativity can be thought as the combination of two in-
gredients: an SL(2,C) theory of a flat connection, but
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with the additional constraint . Compare now these
observations with the definition of the vertex amplitude
that defines the LQG dynamics. The vertex is ob-
tained by mapping SU(2) spin networks into SL(2,C)
spin networks with the map Y,,, and the evaluating these
networks at the identity. The first step maps SU(2) spin
networks precisely in the subspace of SL(2,C) spin net-
works where the simplicity constraint holds. The evalua-
tion at the identity is like the request that the connection
is flat. In fact, it can be easily shown that if we replace
Yr with the identity, we obtain one of the well known
quantizations of BF' theory. This is discussed in many
review papers and I will not insist on this here. See for
instance [36] and [37].

The considerations above do not represent a derivation
of the LQG dynamics from classical general relativity.
But they show that the basic ingredients on which the
LQG dynamics is defined are precisely the basic ingredi-
ents of the general relativity dynamics, when expressed
in the tetrad-connection form.

B. Kinematics

The consideration above illustrate the formal relation
between the dynamics of LQG and that of classical gen-
eral relativity. Let me now step back and discuss the
logic behind the kinematics of LQG. Consider again the
three-dimensional spacelike slice ¥ of spacetime (that is,
“space”) and consider the restriction of ¥ to this slice.
Fix the time gauge. The “Ashtekar-Barbero” connection
is the field

A =n(w" +w)|s. (72)

It transforms as an SU(2) connection under the trans-
formations generated by L and it is a simple calculation
to show that L and A are conjugate variables. Given a
two-dimensional surface [ in space and a one-dimensional
line o , let

- / L (73)
l
be the flux of L across the surface and

U, =P eloA (74)

the parallel transport operator for A, which is an element
of SU(2). The two quantities L; and U, are the basis
of the canonical loop quantization of general relativity
[37H39]. Their Poisson algebra can be represented by
operators acting on a space S of functionals [A] of the
connection. The space S is formed by (limits of sums of
products of) functionals that depend on the value of A
on graphs.

The key gauge invariance is 3d coordinate transforma-
tions, which plays three major roles. First, it is the main



hypothesis for a class of theorems stating that the result-
ing representation is essentially unique [40] 41]. Second,
it “washes away” the location of the graph I' in ¥, so
that all the Hilbert subspaces associated to distinct but
topologically equivalent graphs in ¥ end up identified
[42, 43]. Depending on the particular class of coordinate
transformations one allows in the classical theory, one
ends up with the different versions of the Hilbert space
mentioned above. Third, this gauge invariance resolves
the difficulties that have plagued the previous attempts
to use a basis of loop states in continuous gauge theories.

The other gauge invariance of the canonical theory is
formed by the local SU(2) transformations, which gives
rise to .

The natural definition of the dynamics in the hamilto-
nian framework is in terms of a hamiltonian constraint
operator [39). A spinfoam expansion for the transition
amplitudes can in principle be derived from the canonical
formalism [44], but for the moment we do not know how
to derive explicitly the amplitude given above from a
well defined Hamiltonian constraint.

The purely canonical formulation of the dynamics defined by the
Hamiltonian operator is now being developed by an active research
program [45], which mostly uses the idea of gauge-fixing diffeor-
morphisms with matter fields.

C. Covariant lattice quantization

A different possibility to build the quantum theory is to
discretize general relativity on a 4d lattice with a bound-
ary, and study the resulting Hilbert space of the lattice
theory. This is close in spirit to lattice gauge theory.
The difference is diffeomorphism invariance: in general
relativity the lattice is a “coordinate” lattice, and coor-
dinates are gauges. Thus for instance there is no analog
of the QCD lattice spacing a. More precisely, the physi-
cal dimensions (lengths, areas, volumes) of the cells of the
lattice are not fixed, as in lattice gauge theory, but are
determined by the discretized field variables themselves.

The (double covering of the) local gauge group of the
covariant theory is SL(2, C) and the boundary space that
one obtains on the boundary of the lattice theory is

HEEO = LL[SL2,C)F/SL(2,C)N].  (T5)

where T" is the two-skeleton of the boundary of the lat-
tice. The states in this Hilbert space 1(¢;), g1 € SL(2,C),
can be seen as wave functions of the holonomies H; =
P exp fl w of the spin connection w, along the links {. The
corresponding generators J of the Lorentz group must
therefore represent the conjugate momentum of w.
Notice that SL(2,C) has a natural complex structure
and we can define the complex variables II = K + iL
and II = K — iL. Then can be interpreted as a
reality condition. A technique for implementing reality
conditions in the quantum theory is to choose a scalar
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product appropriately. This is because reality conditions
depend on complex conjugation, and this is realized by
the adjoint operation in the quantum theory. But the
adjoint operation does not depend on the linear struc-
ture: it depends on the scalar product. Therefore we can
implement the reality conditions by choosing the scalar
product appropriately (see e.g. [46]). Viceversa, we can
view the quantum mechanical scalar product as deter-
mined by the reality conditions.

For instance, in the usual Schrodinger representation
the condition that z and p be real translates into the
requirement that the linear operators x and p = —i%
(which form a linear representation of the poisson alge-
bra of the observables 2 and p) be self adjoint. The Lo
scalar product is the unique one making them so, and
thus satisfying the reality conditions.

If we apply this idea here, we have to find a scalar
product on a space of lineal functionals on SL(2,C) ,
such that holds. The solution is clear: this is the
scalar product implicity defined by the map (47). This
reduces the space to one isomorphic to (|18]).

D. Polyhedral quantum geometry

The idea of polyhedral quantum geometry is to de-
scribe “chunks” of quantum space by quantizing the
space S of the “shapes” of the geometry of solids fig-
ures (tetrahedra, or more general polyhedra) [23] 47
49]. This space can be given a rather natural symplectic
structure as follows. Take a flat tetrahedron, for simplic-
ity. Its shape can be coordinatized by the four normals
L;,1=1,2,3,4 to its faces, normalized so that |El| = q
is the area of the face I. A natural SO(3) invariant sym-
plectic structure on S is w = >, e Li dL] A dLY, or,
equivalently, by the Poisson brackets

{L;, L{,} = (5”/ Eijk Lk. (76)

A quantum representation of this Poisson algebra is pre-
cisely defined by the generators of SU(2) on the space
H,, given in (for a 4-valent node n). The opera-
tor corresponding to the area a; = |L;| is the Casimir
of the representation j;, therefore the space “quantizes”
the space of the shapes of the tetrahedron with areas
41(4i + 1). Furthermore, the normals of a tetrahedron
satisfy

C=> Li=0 (77)

The Hamiltonian flow of C_", generates the rotations of
the tetrahedron in R3. By imposing equation and
factoring out the orbits of this flow, the space S reduces
to a space S which is still symplectic. In the same man-
ner, imposing the operator equation strongly on H,,
gives the space H,, given in (30).

The construction generalizes to polyhedra with more
than 4 faces. Then the shape of an ensemble of such



polyhedra, with the same area and opposing normals on
the shared faces'®, is quantized precisely by the Hilbert
space H defined above.

What is the relation with gravity? The central phys-
ical idea of general relativity is of course the identifica-
tion of gravitational field and metric geometry. Consider
a polyhedron given on a (say, piecewise linear) manifold.
A metric geometry is assigned by giving the value of a
metric, or a triad field ¢! = el dx®, namely the gravita-
tional field. Consider the quantity

L} = eiji /ej Aek. (78)
1

Observe that on the one hand this is precisely L; defined
in (73), namely the flux of the densitized inverse triad,
or the flux of the Ashtekar’s Electric field £’ across the
face [ of the polyhedron:

El = / na B, (79)
l

where n, is the normal to the face; on the other hand, in
locally flat coordinates it is the normalized normal 7; to
the face [, multiplied by the area:

Ell = /naEai = /’n,l = n;al = L; (80)
l l

Therefore the quantized normals L, of simplicial quan-
tum geometry can be interpreted as the quantum opera-
tor giving the flux of the Ashtekar electric field, and we
recover again the full kinematics of the previous section.

The spinfoam formalism is natural from this point
of view, and the first spinfoam amplitude, called the
Barrett-Crane amplitude was first formalized in this con-
text [50]. The Barrett-Crane model was then improved
to give the amplitude defined in these lectures.

After this parenthesis, let us return to the physics of
LQG.

V. EXTRACTING PHYSICS

The predictions of the theory are in its transition am-
plitudes. Given a boundary state, the formalism pre-
sented above defines transition amplitudes, namely asso-
ciates probabilities to boundary states (processes). We
are particularly interested in processes involving (back-
ground) semiclassical geometries. Since the formalism
is background independent, the information about the
background over which we are computing amplitude must
be fed into the calculation. This can only be done with
the choice of the boundary state.

10 The area and the normals match, but not the rest of the geometry
of the face, in general. Thus, we have “twisted geometries”, in
the sense of Freidel and Speziale.
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Consider a three-dimensional surface ¥ with the
topology of a three sphere. Let (g, k) be the three-metric
and the extrinsic curvature of 3. The classical Einstein
equations determine uniquely whether or not (¢, k) are
physical: that is, whether or not there exist a Ricci-flat
spacetime M (a solution of the Einstein equation) which
is bounded by (X, q, k).

This is the generalization to general covariant field theory of the
following formulation of dynamics. Calling go,po the coordinate
and momenta at time ¢t=0 and g¢, p; at a final time ¢, dynamics is
fully captured by the conditions the quadruplet (go, po, ¢t, pt) must
satisfy in order to bound a physical trajectory. For a free particle,
for instance, these are pr = po = m(qt — qo)/t.

The quantum theory assigns an amplitude to any semi-
classical boundary state peaked on a given boundary
geometry (¢,k), and for classical GR to be recovered
this amplitude must (in the semiclassical regime) be sup-
pressed if (3, g, k) does not bound a solution of the Ein-
stein equations.!!

Now, consider a (normalized) semiclassical boundary
state t(q,x) that approximates the classical geometry
(g, k) (these states are discussed in detail in the following
section). If ¢,k is a solution of the Einstein equations,
we must expect that, within the given approximation

P(¢(q,k)) = |<W|w(q,k)>|2 ~ 1. (81)

Next, if we modify the state ¢, 1) with field operators
FEy, ..., E,, then the amplitude
Wigk) (B oy Bn) = (WIEy . Entbgr)).  (82)
can be interpreted as a scattering amplitude between the
n “particles” (quanta) created by the field operators E
over the spacetime M. (The possibility of using the no-
tion of “particle” in this context is discussed in detail in
[51].) Since we know how to write the gravitational field
operator (the triad), we can in principle compute gravi-
ton n-point functions in this way. To use this strategy,
we must learn how to write semiclassical states in Hr;
this is the topic of the next section.

A. Coherent states and holomorphic representation

The relation between quantum states and the classi-
cal theory is clarified by the construction of coherent
states. These are particularly valuable in the present
context, where the relation with the classical theory is
more indirect than usual. Various classes of coherent
states have been studied. Here I describe the “holomor-
phic” coherent states, developed by a number of people

L Cfr: in the non-relativistic theory, if 1q,, is a coherent state

peaked on g, p, then (W/tbgq,po ®qy,p,) = (Yar,pe |'3_th|’/’(10,170>
is suppressed unless the conditions mentioned above are satisfied.




[16, 52H55] and recently discussed in detail by Bianchi-
Magliaro-Perini [19], as well as the “semi coherent” states
of Livine-Speziale (LS) [30].

Holomorphic states are labelled by an element H; of
SL(2,C) for each link I. They are a special case of Thie-
mann’s complexifier coherent states [L6, 64, 55]. They
are defined by

Y, (Ul) = /SU(Q)N

Here t is a positive real number and K; is the (analytic
continuation to SL(2,C) of) the heat kernel on SU(2),
which can be written explicitly as

dgn ® Ki(gsyHig™"U ). (83)
ler

Ki(g) =) (2j +1)e /U TH[DI(g)]  (84)

J

where D7 is the (Wigner) representation matrix of the
representation j.

The SL(2,C) labels H; can be given two related inter-
pretations. First, we can decompose each SL(2,C) label
in the form

H, = 0 (85)

where U; € SU(2) and E; € su(2). Then it is not hard
to show that U; and E; are the expectation values of the
operators U; and L; on the state ¢y,

<7/1HL | U |¢Hz> <7/1HL |Ll ‘¢Hl>

Gl om) O (b | )

=E{, (86)

and the corresponding spread is small.!?
Alternatively, we can decompose each SL(
in the form

2,C) label

Hy =ng e~ i(&itim) 5 n;ll. (87)
where n € SU(2). Let Z = (0,0,1) and 77 = D'(n)Z.
Freidel and Speziale discuss a compelling geometrical
interpretation for the (75,7, &, n) labels defined on of
each link by [56] (see also [57H5Y9]). For appropriate
four-valent states representing a Regge 3-geometry with
intrinsic and extrinsic curvature, the vectors 7,7l
are the 3d normals to the triangles of the tetrahedra
bounded by the triangle; £ is the extrinsic curvature at
the triangle and 7 is the area of the triangle divided by
8myGh. For general states, the interpretation extends to
a simple generalization of Regge geometries, that Freidel
and Speziale have baptized “twisted geometries”.

12 Restoring physical units, AU; ~ v/t and AE; ~ 87F’7h,G\/m. If
we fix a length scale L > v/AG and choose t = hG/L? < 1, we
have then AU; ~ VAG/L and AE; ~ vAG L, which shows that
both spreads go to zero with .
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Freidel and Speziale give a slightly different definition of coherent
states [56]. The two definitions converge for large spins, but differ
at low spins. It would be good to clarify their respective properties,
in view of the possible applications in scattering theory (see below).

Of great use are also the Livine-Speziale (LS) “semi-coherent”
states. They are defined as follows. The conventional magnetic
basis |j,m) with m = —j,...,j, in H; diagonalizes L. Its highest
spin state |4, j) := |j, m = j) is a semiclassical state peaked around
the classical configuration L = jZ of the (non commuting) angular
momentum operators. If we rotate this state, we obtain a state
peaked around any configuration L= j7i. The state

lj,n) = DY (n)lj,5) = ZD (n)lg,m), (88)

is a semiclassical state peaked on L = jii = jD(n)z.

The states are generally denoted as
|7, 7) := |7, m). (89)

where 7 = DJ(n)Z. 1 find this notation confusing. The problem
is of course that there are many different n (many rotations) that
yield the same 7, therefore the state |7,7) is not defined by this
equation. The common solution is to choose a “phase convention”
that fixes a preferred rotation 7 for each 7i. For instance, one may
require that D1(7) leave Z x 7 invariant. I would find it clearer,
even after such a phase convention has been chosen, to still add a
label to the notation , say for every rotation ng that leaves 7
invariant, B
14, 78, @) := |4, ngh) = €% |5, A). (90)
The reason is that this phase has a physical interpretation: it codes
the extrinsic curvature at the face.
LS states are states in H,, where n is v-valent (unfortunate
notation: here n indicates a node, not an SU(2) element as above),
labelled by a unit vector 7i; for each link ! in n, defined by

IR d DIt (g)|j1, 7). 91
R /sm>9® (@lin, 1) (91)

len

The integration projects the state on #H,. These states are not
fully coherent: they are eigenstates of the area, and the observable
conjugated to the area (which is related to the extrinsic curvature)
is fully spread.

Remarkably, in [19] it is shown that for large 7; the holomorphic
states are essentially LS states which are also wave packets on the
spins. That is

G —3))?

<jl7ﬁl|1/1Hl) ~ H67 20 et (92)
1

where 7 and 7 are identified with the 7 in s(I) and ¢(I) respectively
and where 2j5; + 1 = n;/t; and o7 = 1/(2t;). Thus, the different
coherent states that have been used in the covariant and the
canonical literature, and which were long thought to be unrelated,
are in fact essentially the same thing.

In summary, the Hilbert space Hr contains an (over-
complete) basis of “wave packets” 1y, = Vi, i) &,m with
a nice interpretation as discrete classical geometries with
intrinsic and extrinsic curvature.

These states define a natural holomorphic representa-
tion of Hr [B3, [60]. In this representation, states are
represented by holomorphic functions on SL(2,C)*

Y(H) = (b, [)). (93)

The vertex amplitude takes a more manageable form
when written in terms of coherent states. First, it is easy



to show that in terms of LS states, it reads
A7) = [ Q) (Flgagih )iy (90
1

The scalar product is taken in the irreducible SL(2,C)
representation H(,; ;y and |7i;) is the coherent state |7, ;)
sitting in the lowest spin subspace of this representation.
Second, the form of the vertex in the holomorphic basis
defined by the coherent states (83)) can be obtained by
combining the definition (57558) of the vertex and the
definition of the coherent states. This gives [60]

Ay(Hy) = (Wy [Ym,)

= dg P(Hlvgslg_l)
/SL(Q’C)N n 1:[ (OO

(95)

where

P(H,g)=) _ 2j+1) eV Ti[ DY(H)Y, D7 (g)Y,].
J

(96)
Here DY) is the analytic continuation of the Wigner ma-
trix from SU(2) to SL(2,C) and Y, is defined in .
Eq. gives the “holomorphic” form of the vertex am-
plitude.

B. The euclidean theory

Before describing how to use the above definition of
the dynamics, it is useful to introduce also “euclidean
quantum gravity”, which is the model theory obtained
from the one above by replacing SL(2,C) with SO(4).
The representations of SO(4) are labelled by two spins
(j7,77). The theory is the same as above with the only
difference that is replaced by

4 |14
7Ty

and f, maps H; into the lowest spin component of H;+
if v+ > 1, but to the highest spin component of H;+ if
v < 1 (the case v = 1 is ill defined.) All the rest goes
through as above. The vertex amplitude can be written
in the simpler form

Ay, i, 7)) = / do & T[] st oy (gi) 17"
| =%+
(98)

(97)

where now the integration is over SU(2)N x SU(2)V ~
SO(4)N and the scalar product is in the fundamental
representation of SU(2).

C. Expansions

There is no physics without approximations. We need
some appropriate way to compute approximate transi-
tion amplitudes, as we do for instance order by order in
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perturbative QED. What approximations can be effec-
tive in the background-independent context of quantum
gravity? Three expansions naturally present themselves.
(See also [61].)

1. Graph expansion

Consider the component Hr of H. Notice that because
of the equivalence relation defined in Section [T} all the
states that have support on graphs smaller than (sub-
graphs of) T are already contained in Hr, provided that
we include also the 57 = 0 representations. Therefore if
we truncate the theory to a single Hilbert space Hr for
a given fixed I', what we lose are only states that need a
“larger” graphs to be defined. Let us therefore consider
the truncation of the theory to a given graph.!'3

What kind of truncation is this? It is a truncation of
the degrees of freedom of general relativity down to a
finite number; which can be interpreted as describing the
lowest modes on a mode expansion of the gravitational
field on a compact space. Strictly speaking this is neither
an ultraviolet nor an infrared truncation, because the
whole physical space can still be large or small. What
are lost are not wavelengths shorter than a given length,
but rather wavelengths k& times shorter than the full size
of physical space, for some integer k.

It is reasonable to expect this truncation to define a vi-
able approximation for all gravitational phenomena such
that the ratio between the largest and the smallest rele-
vant wavelengths in the boundary state is not large. The
approximation can then be improved by taking a larger
graph.

Notice that the graph expansion resolves the apparent
problem that the operators of the theory are defined on
Hr rather than on H, since all calculation in this approx-
imation can be performed on a single graph.

2. Vertex expansion

A second natural expansion of presents itself: the ex-
pansion in the number N of vertices of o.

In which regime is this expansion useful? We have
a hint from the Regge interpretation of the vertex am-
plitude: if we derive this amplitude from a Regge dis-
cretization of GR, a single vertex corresponds to a flat
4-simplex. It is therefore natural to expect that cutting
the theory to small N defines an approximation valid
around flat space, and where relevant wavelengths are
not much shorter than the bounded scattering region R.

13 The analog in QFT is to truncate the theory to the sector of
Fock space with a number of particles less than a finite fixed
maximum number. It is important to stress that that virtually
all calculations in perturbative QED are performed within this
truncation.



Notice the similarity of this expansion with the stan-
dard perturbation expansion of QED. In both cases, we
describe a quantum field in terms of interactions of a fi-
nite number of its “quanta”. In the case of QED, these
are the photons. In the case of LQG, these are the
“quanta of space”, or “chunks of space”, described in
Section [[TF} In the QED case, individual photons can
have small or large energy; in the quantum gravity case,
the quanta of space can have small or large volume. In
the case of QED, one should be careful not to take the
photon picture too literally when looking at the semi-
classical limit of the theory. For instance, the Feynman
graph for the Coulomb scattering of two electrons is given
in Figure[7} But Figure [7] does not provide a viable pic-
ture of the continuous electric field in the scattering re-
gion. Similarly, if we compute a transition amplitude
between geometries at first order in the vertex expan-
sion, we should not mistake the corresponding spinfoam
for a faithful geometrical picture of the gravitational field
in the corresponding classical spacetime.

+ +

e e

(2 e

FIG. 7: Electromagnetic scattering of two electrons at first
relevant order in QED.

An important observation regards radiative correc-
tions. The QED perturbative expansion is viable be-
cause the effect of all the radiative corrections due to the
higher frequency modes can be absorbed into the renor-
malization of a few parameters. Does the same happen
in LQG? For the moment, this is not known. Preliminary
calculations are encouraging: they indicate finite radia-
tive corrections of the vertex and logarithmic correction
for the “self energy” [62]'4.

Potential divergences in the theory are infrared, not
ultraviolet, because there is no short-scale geometry (sub
Planckian geometry) in the theory.

3. Large distance expansion

Finally, a useful approximation can be taken by choos-
ing the boundary to be large. This means that the bound-
ary state must be peaked on a boundary geometry which
is large compared with the Planck length. In particular,
we can chose holomorphic boundary states vy, where
m > 1 in each H;. Recall that n determines the area
of the faces in Planck units (see equation and the

1 When [62] was written, the choice of the face amplitude was still
very unclear. Remarkably, later independent arguments were
found, selecting the most favorable case (d; ~ j) [63] .
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discusson that follows it). Therefore large n means that
the states we consider describe results of measurements
of geometrical quantities that are large compared to the
Planck area.

The analysis of the vertex (94]) as well as that of its
euclidean analog in this limit has been carried out
in great detail for the 5-valent vertex, by the Notting-
ham group [23] 49, [64 65]. The remarkable result of this
analysis is that in this limit the vertex behaves as

W, ~ e'Srease (99)

where Spgegge is a function of the boundary variables
given by the Regge action, under the identifications of
these with variables describing a Regge geometry. The
Regge action codes the Einstein equations’ dynamics.
This is an indication that the vertex can yield general
relativity in the large distance limit.

In fact, what is shown in [64] is that W, ~ e*“Regge 4 ¢~ SRegge,
Concern has been raised by the fact that two terms appear in this
sum. This concern is excessive. In the holomorphic representation
only one of the terms in survives [60]. This is because of the ubiqg-
uitous mechanism of phase cancellations between propagator and
boundary state in quantum mechanics. See [66] for a discussion
of this mechanism. Therefore the existence of different terms in
does not affect the classical limit of the theory. On the other
hand, I think that the amplitude of the theory should include differ-
ent terms. This appears clearly in the three dimensional Ponzano
Regge theory [67] as well as in low dimensional models [68], and can
be viewed as related to the fact that the classical dynamics does not
distinguish propagation “ahead in (proper) time” or “backward in
(proper) time”, in a theory where coordinate time is an unphysical
parameter.15

D. What has already been computed

Using the approximations discussed above, a few tran-
sition amplitudes have already been computed in the
(Euclidean) theory.

1. n-point functions

The two point function of general relativity over a flat
spacetime has been computed in [69], following the earlier

15 It is sometime argued that the presence of the two terms follows
from the fact that one has failed to select the “positive energy”
solutions in the course of the quantization. However, such choice
makes sense only in the context of the specific strategy for quan-
tization which consists in considering complex solutions of the
classical equations and then discarding solutions with “negative
energy”. This strategy is not available here, because of the ab-
sence of a preferred time, or a preferred energy. But there are
other quantization strategies that are available: we quantify the
real solution space and keep all solutions. In other words, the
physical scalar product is determined by all real solutions of the
Wheeler DeWitt equation with the proper symplectic structure,
not by a “positive energy sector” of the complex solutions.



attempts in [66] [70H73] and using the Euclidean theory
rather than the Lorentzian one (that is, using in-
stead than ), and has been shown to converge to the
free graviton propagator of quantum gravity in the large
distance limit.

The calculation is to first order in the vertex expansion,
on the complete graph with five nodes I's, and to first or-
der in the large-distance expansion. The boundary state
11, has been chosen as the coherent state determined by
the (intrinsic and extrinsic) geometry of the boundary of
a regular 4-simplex'® of size L.

I's = (100)
The quantity computed is
Wr?ml;fd = <W|Ena . Enb Emc . Emd|7/)L> (101)

_<W|Ena ’ Z_jnb|1/’L><VVEmc : ZindWL>

where m,n,a,b... =1, ..., 5 label the nodes of I'5. The re-
sulting expression can be compared with the correspond-
ing quantity

W (g, 20) = (0[g™ (2n) 9" (€m)]0) connected102)

in conventional QFT, where g?®(x) is the gravitational
field operator.

n-point functions in gravity can be computed order by
order in this way.

2. Cosmology

The transition amplitude between two homogeneous
and isotropic coherent states in quantum cosmology has
been computed in [74]. The calculation is: (i) in the
approximation where the theory is truncated on the
graph formed by two copies of the graph A%; Aj is the
“dipole” graph formed by two nodes connected by four

links [75]
- &

16 This approximates flat space. More precisely, the quantity com-
puted can be interpreted as the graviton two-point function un-
der the condition that the state of the gravitational field is de-
scribed by this spin network at large wavelength. In other words,
what is assumed is not the full state of the gravitational field,
but only the value of some of its variables. Intuitively, this can
be seen as the translation into the theory of a finite number of
macroscopic geometrical measurements that measure flat space.

18

and (ii) at first order in the large distance expansion and
in the vertex expansion. The spinfoam considered has
therefore the form

Homogenous isotropic states depend on two variables, p
and ¢, at each Aj. These represent (the square of) the
radius @ and the extrinsic curvature of closed universe (or
a). They enter the definition of the holomorphic coherent
states via a complex combination z ~ ¢+ ip. To build
these coherent states, let us introduce a regular (symmet-
ric) triangulation of a 3-sphere, formed by two regular
tetrahedra joined along all their faces. Let 71, [ = 1,...,4
be four unit vectors in R? normal to the faces of a regular
tetrahedron, that is, such that 7;-7i;; = —%. The isotropic
homogeneous states of a 3-sphere in this approximation
are then the states

|2) = [Hi(2)) (103)
where H;(z) are given by
H(z) =T, (104)

where z = ¢ + itp We are interested in the transition
amplitude between two such states, that is

W(z, 2") = (Wl(|z) ® |2)). (105)
Using (B7)), we obtain [74]
W(z,2') = / dgy...dgs (106)
SL(2,C)4

< [T Do dje UV P (Hi(2), 0195 )

=14 ji
< [ Do dje VP (H(Z), 9391 )-
=14 ji
That is
W(z,2') = W(z)W(Z) (107)
where

W)= [ dg T] S due 0P (Hi(2).0) (108)

SL(2.0) [=1,4 j

We are interested in computing this for large spaces,
namely when the imaginary part of z is large. Consider
the form of Hy and DY) (H;) in this limit. Orienting
the z-axis along n;, we have

DY) (H)) = DY) (e2T8)™, = §™,ei™?. (109)



When the imaginary part of z is large, only the highest
magnetic quantum number m = j survives, therefore in
this limit

DY (H)) = 6™ ;07,,€% = ¢ P,, (110)
where P,, is the projector on the highest magnetic num-
ber eigenstate in the direction n;. Observe now that the
sum over j is (a discretization of) a gaussian integral in
71, peaked on a large value j* ~ tp. One can show that
the rest of the expression contributes only polynomially,
giving finally [74]

M)

W(z) ~ ze 2. (111)
Finally, restoring /i # 1 for clarity, the transition ampli-
tude in this approximation is

z2+z/2

W(z,2") ~ 22'e” 2in (112)
This amplitude reproduces the correct Friedmann dy-
namics in the sense that it satisfies a quantum constraint
equation which reduces to the (appropriate limit of the)
Friedmann hamiltonian in the classical limit [74]. Once
appropriately normalized by the norm of the boundary
coherent state, it can be shown to be peaked on the clas-
sical solutions of the theory Friedmann dynamics in the
large scale limit we are considering.

The result can be improved by adding a cosmological
constant to the theory [76]. To do this, we use the spin-
intertwiner basis version of the amplitude described in
Appendix B, and modify it as follows

Ze=>Y J[@i+ D] [[Avlsve)  (113)
Jfve f e v

This resulting amplitude turns out to be

No e—zthj(j+1)—izj—i/\voj%
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W(z)=> (2j+1)

J

(114)

There are many ways of analyzing this amplitude. The
simplest is to plot its modulus square: see figure [8| This
shows a linear relation between a and &, which is readily
integrated giving

a(t) = e\/gt

where A is a constant fixed by the parameter A in .
See [76] for more details. Equation is the DeSitter
solution of the Einstein equations. This supports the
conjecture that the dynamics of LQG gives non trivial
solutions of the Einstein equations in the classical limit.

(115)

VI. CONCLUSION

These lectures are far from covering the full spectrum
of the research in Loop Quantum Gravity. I have fo-
cused on the covariant formulation of the dynamics, at
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FIG. 8: Numerical analysis of the transition amplitude (114)).
The only free parameter is A\v,, here is set equal to .3. The
computation has been done truncating the sum over j up to
a maximum value jmaz = 200. This choice is compatible to
maximal scale factor plotted.

the expenses of the ongoing research in the canonical lan-
guage. A formulation I haven’t covered is group field
theory [77, [78], which is the language in terms of which
current research on the scaling of the theory is formu-
lated [79H8T]. I haven’t covered the applications of the
theory to black hole physics [82H85], and to hamiltonian
loop quantum cosmology [86, [87], which are by far the
most interesting applications of LQG. In particular, loop
quantum cosmology is the most likely window for obser-
vations. Also, I have not covered several recent devel-
opment, such as the manifest Lorentz invariant formu-
lation of the theory [88], the coupling to fermions and
Yang-Mills fields [89, [90], and to a cosmological constant
[91, ©92], using a quantum group. For a wide angle re-
view, complementary to these lectures, on various aspects
of the theory, including historical, and a more compre-
hensive bibliography and tentative overall evaluation, see
[93].

In conclusion, the theory looks simple and beautiful
to me, both in its kinematical and its dynamical parts.
Some preliminary physical calculations have been per-
formed and the results are encouraging. The theory is
moving ahead fast. But it is far from being complete,
and we do not yet know if it really works, and there is
still very much to do.

My greatest wish is that one of the students studying
these lectures will be able to complete the theory and
show it wrong, or, more hopefully, show it right.

Marseille, February 17th, 2011

A warm thank to Leonard Cottrell.



Appendix A: Open problems

The theory is far from being complete. Here are some
of the open problems that require further investigation.

1. Compute the propagator (101) in the Lorentzian
theory, extending the euclidean result of [69].

2. Compute the three point function and compare it
with the vertex amplitude of conventional pertur-
bative quantum gravity on Minkowski space.

3. Compute the next vertex order of the two point
function, for N = 2.

4. Compute the next graph order of the two point
function, for I > I's.

5. Understand the normalization factors in these
terms, and their relative weight. Find out under
which conditions the expansion is viable.

6. Study the radiative corrections in and their
possible (infrared) divergences, following the pre-
liminary investigations in [62]. In particular, the
sum can be split into a sum over two-complexes
and a sum over labelings (spin and intertwiners)
for a given two-complex. The potential divergences
of the second are associated to “bubbles” (nontriv-
ial elements of the second homotopy class) in the
two-complex. Classify them and study how do deal
with these.

7. Use the analysis of the these radiative corrections
to study the scaling of the theory.

8. In particular, how does G scale?

9. Study the quantum corrections that this theory
adds to the tree-level n-point functions of classical
general relativity. Can any of these be connected
to potentially observable phenomena?

10. Is there any reason for a breaking or a deforma-
tion of local Lorentz invariance, that could lead to
observable phenomena such as  ray bursts energy-
dependent time of arrival delays, in this theory?

11. Compute the cosmological transition amplitude in
the Lorentzian theory, extending the euclidean re-
sult of [74]. Compare with canonical Loop Quan-
tum Cosmology [87), [94].

12. The possibility of introducing a spinfoam-like ex-
pansion starting from Loop Quantum Cosmology
has been considered by Ashtekar, Campiglia and
Henderson [95H99]. Can the convergence between
the two approaches be completed?

13. Find a simple group field theory [61] whose expan-
sion gives (56]).
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14. Find the relation between this formalism and the
way dynamics can be treated in the canonical the-
ory. Formally, if H is the Hamiltonian constraint,
we expect something like the main equation

HW =0 (A1)

or WP = 0 where the operator P is given by
(WY @ ¢) = (| P|¢), since P is formally a projec-
tor on the solutions of the Wheeler de Witt equa-
tion

Hy =0. (A2)

Can we construct the Hamiltonian operator in
canonical LQG such that this is realized?

15. Is the node expansion related to the amount of
boundary data available? How?

16. Where is the cosmological constant in the theory?
It is tempting to simply replace with a corre-
sponding quantum group expression

(Woly) = Evg(f1))- (A3)

where Ev, is the quantum evaluation in SL(2, C),.
Does this give a viable theory? Does this give
a finite theory? (Since the first version of these
lectures, a solution of this problem has appeared:
[91, 92].)

17. How to couple fermions and YM fields to this for-
mulation? The kinematics described above gener-
alizes very easily to include fermions (at the nodes)
and Yang Mills fields (on the links). Can we use the
simple group theoretical argument that has selected
the gravitational vertex also for coupling these mat-
ter fields? (Since the first version of these lec-
tures, a first solution of this problem has appeared:
[89L ©0].)

Appendix B: Alternative forms of the amplitudes

I list here various form of the transition amplitudes
that have been used in the literature and can be useful.

1. Single equation

The three equations , , , can be written

compactly in a single equation in the form
Zeh) = [ gy [ g Y
(SL20)xE-L)=V (SU2)V-L i

i Il (T a) Tt w0

ecof ecdf

See [100] for details and the next subsection for more on
the definition of each term.



2. Feynman rules

A more detailed description of this expression is given
by the following Feynman rules. Z¢(h;) is defined as the
integral obtained associating;:

1. Two group integrations to each internal edge (or
one to each adjacent couple {internal edge, vertex})

/ — dges@ / dget(3 (B2)
SL2C SL2C

2. A group integration to each couple of adjacent
{face, internal edge}

h’e .
j — dheg X7 (hef) (B3)
SU2

3. A sum to each face f

o Zd X f(H g“f) (B4)

ecdf

’
g

where ger := gesehefge_ti for internal edges, and gr
= h; € SU2 for boundary edges. ~ is a fixed real
parameter, the Barbero-Immirzi parameter.

4. At each vertex, one of the integrals fSLQC dgey In
(B2) (which is redundant) is dropped. (This is the
meaning of the prime on dge,)

5. For each coloring j, divide the local amplitude by
the combinatorial factor N; . This factor has be
taken to be unity in the text. If we choose it to be
the number of automorphisms of C that preserves
jr, we have an interesting consequence:

The limit can be equivalently [T01] expressed
as an infinite sum over transitions

h) =Y Z¢ (). (B5)
C

where Z5(h;) is defined by the same expression as
Zec(hy), but with the sum over spins going from
1 to oo rather than from 0 to co. That is, drop-
ping trivial representations. That is, the full theory
can be equivalently recovered by taking the “infi-
nite refinement limit” or by “summing” over two-
complexes.

3. Using Y explicitly
The kernel (58) can be written in the form

K(h,g)=) _ (2i+1)
J

T DY (h)Y D) (g)Y,].  (B6)
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That it, using the explicit form of the Y, map,

P(U,9)=)_ (2i+1) DU, "D (g) ;™. (BT)

jmn

4. Spin-intertwiner basis

In the spin intertwiner basis, the amplitude reads

Z def H Ay(Gr,ve) (BY)

]f Ve

jlvvn

The euclidean vertex amplitude is

A(je,vn) = Z 15J((1+'v)u v )15j(|1 yldg . Lo )

’Ujl— VUn

& i, (i) (59)

a

where the 155 are the standard SU(2) Wigner symbols,
and the “fusion coefficients” are

v m m + Q-Jrq'i BlO
_=p My v ®c" .
vt PR i e & S ( )
1

cq;n?i . being the Clebsch-Gordan coefficients.

The vertex amplitude was first constructed in this lan-
guage.

In the lorentzian theory:

]laln Z/dpn kz +pn <® f;:ipn Ji )

15jsr2,c) ((J15 J17); (Kny Pn)) (B11)
where we are now using the 15j of SL(2,C) and
v m k
Fip =™ O i), (iaama)? (B12)

where j;...j, are the representations meeting at the node.

5. Alternatives

Alternative choices for the face amplitude have been considered
in the literature. In the Euclidean case, where SL(2,C) is replaced
by SO(4), there is a natural alternative which is the dimension of
the SO(4) irreducible into which the representation j is mapped
by Y,. This choice is incompatible with the natural composition
properties of the spin foam amplitude [63].

A simple modification of the theory is to multiply the vertex by
a constant A. This comes naturally if one derives the transition
amplitudes from a group field theory [6I]: then A is the coupling
constant in front of the group-field-theory interaction term. The
physical interpretation of the constant A is debated [61] [96].
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