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The BFCG Theory and Canonical Quantization of
Gravity

RĊĘĚĒĔ

Das quatro interacções fundamentais conhecidas na Natureza, a gravidade é a que
melhor é acessível aos sentidos , bem como aquela que mais está presente na vida
de todos os dias. A melhor descrição que a investigação científica foi capaz de
produzir da gravitação é a Teoria da Relatividade Geral (RG) que foi criada por
Albert Einstein no principio do século XX, mais precisamente em ͱ͹ͱ͵.

O mesmo século vinte testemunhou também o nascimento daquela que seria
outro dos pilares da Física contemporânea: a Teoria Quântica. Esta assenta sobre
a compatibilidade das teorias físicas com o chamado Princípio de Incerteza for-
mulado por Werner Heisenberg. Desta maneira foi criado um programa que tem
como objetivo a quantização das interações físicas . Este programa foi bem suce-
dido em três das interações fundamentais, nomeadamente: a interação eletromag-
nética, a interação (nuclear) fraca e, a interação (nuclear) forte. No caso destas
interações, este programa não só levou a cabo a dita quantização mas produziu
também a unificação destas interações. A teoria que saiu deste processo dá pelo
nome deModelo Padrão da Física de Partículas (MP) e representa um dos grandes
(se não o maior) triunfos da Física contemporânea. Só a interação gravítica per-
manece portanto fora deste programa.

A RG é, de facto, uma teoria clássica. Termo que em Física se toma por significar
não-quântica. O método mais comummente utilizado para levar a cabo a quan-
tização de uma teoria é a denominada Quantização Canónica (QC). Esta assenta
na utilização do formalismo Hamiltoniano, baseado numa distinção entre o es-
paço e o tempo. Em algumas teorias aparecem relações entre as variáveis (e os
momentos) chamadas constrangimentos. Estes constrangimentos implicam que
nem todas as variáveis iniciais correspondem a graus de liberdade físicos da teoria.
Assim sendo, torna-se necessário utilizar um método, o Procedimento de Dirac,
para determinar quais são os graus de liberdade da teoria em questão, bem as-
sim como para explicitar o numero e a natureza dos constrangimentos. No caso
da RG, a separação entre espaço e tempo e a subsequente formulação Hamiltoni-
ana dá pelo nome de formalismo Arnowitt Deser Misner (ADM). A QC aplicada à
RG dá origem a equação de Wheeler–DeWitt (WdW) que para além de não estar
rigorosamente definida é muito difícil de resolver. Esta dificuldade na resolução
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tem a ver com o facto de o Constrangimento Hamiltoniano (CH) não ser polino-
mial.

Numa tentativa de resolver este problema Abhay Ashtekar, encontrou um novo
conjunto de variáveis para a RG. Esta teoria é comummente formulada em termos
da métrica, ao passo que estas novas variáveis têm o carácter de conexões. O CH,
em função destas novas variáveis torna-se de facto polinomial. No entanto, dado
que as variáveis de Ashtekar são complexas, torna-se necessária a introdução de
uma nova condição, a condição de realidade. Esta condição é por sua vez, também
difícil de quantizar. Podem ser utilizadas variáveis análogas reais mas, neste caso,
o CH torna-se de novo não polinomial.

As dificuldade encontradas na resolução doCHno contexto do formalismo canónico,
levaram ao desenvolvimento de uma abordagem da quantização baseada em in-
tegrais de caminho. Mais precisamente, numa generalização destes. Esta abor-
dagem é conhecida como modelos de spin foam. Estes modelos têm no entanto,
o problema do limite clássico. Este limite deve ser a RG mas é difícil de calcular.
Têm também o problema do acoplamento de fermiões à spin foam. Ambos estes
problemas estão relacionados com o facto de os comprimentos das arestas, ou
equivalentemente as tetradas, nem sempre estarem definidos na gravidade quân-
tica de spin foams.

Para se introduzir os comprimentos das arestas no formalismo das spin foams,
torna-se necessários introduzir as tetradas na formulação da Relatividade Geral
baseada na teoria BF (as letras representam os campos que aparecem na ação).
Isto é levado a cabo usando uma formulação da RG baseada no 2-grupo de Poincaé.
A ideia geral é reformular a RG como uma teoria topológica do tipoBFCG (as letras
representam os campos que aparecem na ação) constrangida. Este método é uma
generalização categórica da formulação da RG baseada na teoria BF que por sua
vez é a base dos modelos de spin foam.

A reformulação da RG, em termos da teoria BFCG, é especialmente apropriada
para a quantização baseada em integrais de caminho. Assim como da teoria BF
constrangida se derivam os modelos de spin foam, no caso da teoria BFCG con-
strangida obtêm-se os modelos spin-cube. Estes modelos representam uma gen-
eralização categórica dos modelos de Spin foam.

No que diz respeito àQC, o progresso está a ser obstaculizado pelo facto de a teoria
BFCG ter uma estrutura canónica complicada. Uma estratégia razoável consiste
em estudar em primeiro lugar uma teoria mais simples. Neste caso decidimos
começar pela teoria BFCG topológica, ou seja sem graus de liberdade locais. A im-
posição posterior de um constrangimento conduz a uma teoria que é equivalente
à Relatividade Geral. A analise canónica da teoria BFCG, primeiro passo para a sua
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quantização canónica, podemostrar-se ser simples, este é umdos resultados deste
trabalho. Outra característica digna de nota é o fato de que a teoria BFCG é equiv-
alente á teoria BF para o grupo de Poincaré. Dado que a quantização canónica
da teria BFCG se encontra muito dificultada pelo facto de se desconhecer, até
ao momento, o equivalente para 2-grupos do teorema de Peter Weyl, a eqivalen-
cia mencionada acima com o teoria BF torna-se particularmente útil. Sabendo
que a teoria BF foi já quantizada usando quantização canónica. Torna-se possível,
graças a esta equivalência fazer uma quantização canónica da teoria BFCG dire-
tamente em termos das variáveis da teoria BF. Esta abordagem, alem de ser mais
simples do que a quantização direta da teoria BFCG, pode também ajudar à com-
preensão da quantização na base spin foam que por sua vez é uma generalização
categórica da quantização na base de spin network.

Em conclusão, nesta tese levamos a cabo análise canónica da teoria BFCG para
o 2-grupo de Poincaré em termos das Ͳ-conexões espaciais e os seus momentos
canónicos conjugados. Encontramos uma equivalência dinâmica entre a ação de
BFCG para o 2-grupo de Poincaré e a ação BF para o grupo de Poincaré e deter-
minamos a transformação canónica que relaciona as duas teorias. Estudamos a
quantização canónica da teoria BFCG passando à base da conexão de Poincaré.
A quantização na base da 2-conexão pode então ser encontrada efetuando uma
transformada de Fourier. Discutimos também muito brevemente o problema de
como construir uma base de estados de spin foam. Estes estados são a generaliza-
ção categórica dos estados de spin network.

Na primeira parte deste trabalho, utilizou-se um método abreviado para encon-
trar a estrutura canónica da teoria BFCG. Num artigo subsequente generalizamos
o método utilizado. Para isto introduzimos uma ação que interpola entre a teo-
ria BFCG para o 2-grupo de Poincaré e a teoria BF para o grupo de Poincaré,
reduzindo-se a estas teorias em limites apropriados de um parâmetro escolhido.
Fizemos em seguida a análise canónica desta teoria mais geral, utilizando o pro-
cedimento de Dirac. Desta maneira fomos capazes de reter toda a liberdade de
gauge da teoria. Encontramos que, apesar de haver uma equivalência dinâmica
entre o BFCG para o 2-grupo de Poincaré e o BF para o grupo de Poincaré, estas
teorias têm estruturas canónicas muito diferentes.

Palavras Chave: Relatividade Geral; Gravidade Quântica; Analise Hamilttoniana;
Quantização Canónica; Generalização categórica.
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The BFCG Theory and Canonical Quantization of
Gravity

AćĘęėĆĈę

Of the four interactions known in Nature, gravity is the most accessible to the
senses. The best description we have, so far, of the gravitational interaction is the
theory of General Relativity (GR) developed by Albert Einstein in the beginning
of the XXth century.

This same century also witnessed the birth of Quantum Theory. This means that
the Principle of Uncertainty formulated byWerner Heisenbergmust be taken into
account in the construction of physical theories. This way a programme was set
up to quantize interactions. This quantization was accomplished in all but the
gravitational force.

GR in fact is a classical theory. The most commonly used method to carry forth
the quantization of a theory is called Canonical Quantization (CQ). This method
applied to GR gives rise to the Wheeler–DeWitt equation which is ill defined and
notoriously hard to solve. This difficulty is for the most part connected to the
non-polynomial character of the Hamiltonian Constraint (HC).

To alleviate this problem, Abhay Ashtekar found a new set of variables for GR.
Written in these variables, the HC has a polynomial character. However, given
that Ashtekar’s variables are complex, the necessity arises for a new condition, the
reality condition which is very hard to quantize. A real version of Ashtekar’s vari-
ables may be used but the Hamiltonian Constraint is again non-polynomial.

The difficulties of solving the HC in the canonical formalism have led to the devel-
opment of a path-integral quantization approach known as spin-foammodels (SF).
SF models have the problem of the classical limit and the problem of the coupling
of fermionic matter. These problems are related to the fact that the edge-lengths,
or the tetrads, are not always defined in a SF model of quantum gravity.

In order to introduce the edge lengths in the SF formalism, one has to introduce
the tetrads in the BF (the letters represent the fields featuring in the action) theory
formulation of GR. This can be done by using a formulation of GR based on the
Poincaré 2-group. The idea is to reformulate GR as a constrained topological the-
ory of the BFCG (the letters represent the fields featuring in the action) type. This
approach is a categorical generalization of the constrained BF theory formulation
of GR which is used for the SF models.

The BFCG reformulation of GR is useful for the path-integral quantization. In
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this case one obtains the spin-cube models, which represent a categorical gen-
eralization of the SF models. As far as the CQ is concerned, the progress has
been hindered because the constrained BFCG theory has a complicated canonical
structure. A reasonable strategy is to study first a simpler theory, which is the un-
constrained BFCG theory. This is a topological gravity theory, and we will show
that its canonical formulation is simple to understand. Another feature of this
theory is that it is equivalent to the Poincaré group BF theory, so that one can
perform a CQ in terms of the BF theory variables. This is mathematically simpler
than performing a CQ in terms of the BFCG theory variables and it can also help
to understand the quantization based on a spin-foam basis, which is a categorical
generalization of the spin-network basis.

Keywords: General Relativity; Quantum gravity; Hamiltonian analysis; Canoni-
cal quantization; Categorical generalization
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Introduction

At the end of the nineteenth century the Newtonian view prevalent in Physics was
challenged by two sets of problems. The first set contained among other issues
the black-body radiation, the photoelectric effect, and, the stability of matter at the
atomic level, whereas a second group incorporated the electrodynamics of moving
bodies, or the possible existence of a preferred frame for the propagation of light.
These two classes of scientific questionswould develop into the twomajor theories
of the last century. These theories Quantum Mechanics and General Relativity
seem to be incompatible. Their harmonization is the subject of this thesis.

Also inmathematics, the last centurywitnessed somemajor developments. Among
these we can count category theory. A category is the simplest framework where
we can talk about objects and morphisms. These categories proved to be impor-
tant in areas like physics, topology, logic and computation (see [ͱ]). In physics,
categories may be thought of as generalizations of Feynman diagrams.

This work revolves around the use of category theory as a way to generalize gauge
theories, and the application of one such generalization — the BFCG theory to
the problem of Quantum Gravity. It was carried out in the context of a Doctoral
Programme at Faculdade de Ciências da Universidade de Lisboa (FCUL), and in
the Grupo de Física Matemática da Universidade de Lisboa (GFM).

This work produced the following papers:

• A. Miković and M. A. Oliveira,
“Canonical formulation of Poincaré BFCG theory and its quantization”,
Gen. Rel. Grav. ʹͷ, no. ͵, ͵͸ (ͲͰͱ͵) [arXiv:ͱʹͰ͹.ͳͷ͵ͱ [gr-qc]].

• A. Miković, M. A. Oliveira and M. Vojinović,
“Hamiltonian analysis of the BFCG theory for the Poincaré Ͳ-group”,
Class. Quant. Grav. ͳͳ, no. Ͷ, ͰͶ͵ͰͰͷ (ͲͰͱͶ) [arXiv:ͱ͵Ͱ͸.Ͱ͵Ͷͳ͵ [gr-qc]].

• A. Mikovic, M. A. Oliveira and M. Vojinovic,
“Hamiltonian analysis of the BFCG theory for a generic Lie 2-group”,
arXiv:ͱͶͱͰ.Ͱ͹ͶͲͱ [math-ph].

the third awaits publication.
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Introduction

This thesis is composed of two parts: Part I in which we deal with the general
formalism and, Part II where we present the BFCG theory.

Specifically, concerning the general formalism, in chapter ͱ we summarize the
problem of Quantum Gravity and explain how it is rooted in the development
of physics in the last century. In chapter Ͳ we review some mathematical tools
and methods useful for the discussion of gauge theories. In this chapter we also
present some relevant (both because of their similarity to the General Theory of
Relativity and, because they are quantized theories) examples of gauge theories.
In chapter ͳ we give a brief account of the Dirac procedure for the Hamiltonian
analysis of constrained theories. In this chapter we also apply this procedure to
some of the examples given in chapter Ͳ. In chapter ʹ we discuss the Hamiltonian
formulation of General Relativity. This is a crucial step for the canonical quan-
tization of Einstein’s theory of gravitation. And, in chapter ͵ we introduce the
Ashtekar variables, as well as holonomies, fluxes and some of the Loop Quantum
Gravity (canonical) formalism.

Regarding the BFCG theory, we discuss in chapter Ͷ some aspects of category
theory. We also generalize categories to higher categories. We give the notion of 2-
group wich is of paramount importance for the BFCG theory. Also in this chapter
we explain the meaning of the term categorical generalization and that of higher
gauge theory. In chapter ͷ we do the canonical analysis of the BFCG theory for
a generic Lie 2-group. In chapter ͸ we discuss the Hamiltonian structure of the
BFCG theory for the Poincaré 2-group. We also study the relation between the
BFCG theory and the topological Poincaré Gauge Theory. Finally in chapter ͹ we
present our conclusions.

Some of the chapters of this thesis represent original results. This is the case of
chapters ͷ and ͸. Additionally appendix D also contains original results from an
ongoing work related to the canonical analysis of the constrained BFCG theory.
They are presented as an appendix because they are to this date unfinished.
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ͱ.ͱ The twofold way of physics in the last century

The first group of questions gave rise to Quantum Mechanics (QM). In ͱ͹ͰͰ Max
Planck put forth a hypothesis to account for the radiation function of a black body
(see [Ͳ, ͳ]). This consisted in assuming that the blackbody emits energy in a dis-
crete way, with each energy packet obeying a relation between energy E and fre-
quency ν given by,

E = hν (ͱ.ͱ)
where h = 6.626× 10−34m2 kg s−1 (Js) is Planck’s constant. Later in ͱ͹Ͱ͵, Einstein
in an effort to explain the photoelectric effect, hypothesised that light (and elec-
tromagnetic radiation in general) exists as discrete quanta, called photons, each
of which obeys the same relation, now called the Planck-Einstein relation.

QuantumMechanics grew out of this hypothesis. It is based onHeisenberg’s uncer-
tainty principle first introduced in ͱ͹Ͳͷ. This principle states that the uncertainty
in the position of a particle Δx and in the momentum Δpx are related by,

ΔxΔpx ≥
~
2
, (ͱ.Ͳ)

where the reduced Planck constant is ~ = h/(2π).

Also pivotal in the development of QMwas the de Broglie hypothesis, according to
which, a particle (an electron for example) with momentum p caries a wavelength
λ given by,

λ =
h
p
. (ͱ.ͳ)
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A similar concept of wavelength associated to a material particle was discovered
by Arthur Compton when analysing the scattering of photons by charged particles.
He found that a transfer of energy occurs between the photon and the charged
particle (decrease in the energy of the photon and increase in that of the charged
particle in the Compton effect) and that this particle (the photon) behaves in re-
spect to this transfer as having a wavelength,

λc =
h
mc

, (ͱ.ʹ)

called the Compton wavelength.

In the the first decades of the twentieth century, QM was developed by Schrö-
dinger, Dirac, Bohr, Born and others. In QM states are vectors of a Hilbert space,
the dynamical variables are hermitian operators and (in the Schrödinger picture)
the evolution of the states is given by the Schrödinger equation. For one parti-
cle, in the Schrödinger representation, the Hilbert space is L2(R, dxdydz) and the
Schrödinger equation reads:

i~
∂

∂t
Ψ(⃗r, t) = HΨ(⃗r, t) , (ͱ.͵)

where i =
√
−1 and, H is the Hamiltonian of the system.

The classical variables x, p andHcla correspond to real values observables X ,P, and
H, according to the rule,

x → X; XΨ = xΨ (ͱ.Ͷ)

p → P; PxΨ =
~
i
∂

∂x
Ψ (ͱ.ͷ)

Hcla → H; H = Hcla(X,P) . (ͱ.͸)

The operators in QM are hermitian and obey commutation relations of the form,

[X,Px] ≡ XPx − PxX = i~ . (ͱ.͹)

This is an example of the so called canonical commutation relations which will
play an important role in subsequent chapters. For a thorough formulation of
QM see [ʹ].

The problems in the second group mentioned above, were related to an incompat-
ibility between the Maxwell theory of electromagnetism and classical mechanics.
Maxwell’s equations predict a constant value for the speed of light c related to the
(vacuum) magnetic permeability μ0, and electric permittivity ε0 by c = (ε0μ0)

− 1
2 .
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Since in Newtonian mechanics a composition law for velocities exists, related to
Galileo’s principle of relativity, one may naturally ask: in which reference frame
is the speed of light c and, why is this frame singled out in Maxwell’s equations?
At the time, a purported frame for the propagation of luminous signals was pos-
tulated, and dubbed aether. Around ͱ͸͸ͷ, the Michelson–Morley experiment was
performed in an attempt to measure the speed of light in two perpendicular direc-
tions and therefore identify the aether. No velocity difference was ever found and,
this experiment became one of the most surprising (null) results of the time. See
[͵] for details about this subject.

Einstein solved this issue in ͱ͹Ͱ͵, by postulating that: (ͱ) Physical laws are the
same in all inertial reference frames (principle of relativity); and (Ͳ) the speed of
light (in the vacuum) c = 2.997×108ms−1 is the same for all observers (constancy
of the speed of light). These are the postulates of the Special Theory of Relativity
(SR) (see [Ͷ] and references therein).

In SR, time intervals and lengths are not invariant by themselves, rather for any
two events separated in time by dt and in space by dx , dy , and dz, the invariant
quantity is termed the space-time interval:

ds2 = −c2dt2 + dx2 + dy2 + dz2 . (ͱ.ͱͰ)

This quadratic form is preserved by the set of Lorentz transformations. These
transformations and the translation form the Poincaré group.

Using the Minkowski metric

ηab =


−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 (ͱ.ͱͱ)

the space-time interval may be written,

ds2 = ηabdx
adxb . (ͱ.ͱͲ)

We are using the Einstein summation convention i.e. whenever an index is re-
peated up and down, a summation is implied. Also, in this thesis, lower-case latin
letters from the beginning of the alphabet a , b , c . . . will be used when the metric
involved is η. Therefore these indices will always be raised or lowered with the
(flat) Minkowski metric. The points (events) in Minkowski spaceM4 may be split
into three sets, according to the sign of the interval between the point and the
origin. If a point has coordinates xa =

(
x0, xi

)
i = 1 , 2 , 3 . (Latin letters from
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the middle of the alphabet i , j , k . . . will be used for three-dimensional vectors)
we have,

ηabxaxb > 0 spacelike
ηabxaxb = 0 null or lightlike
ηabxaxb < 0 timelike

(ͱ.ͱͳ)

Points separated by spacelike vectors are causally disconnected that is, the event
at the origin of the vector cannot influence the event at the tip since that would
require a signal to travel at a velocity greater than c.

The relation, for a free particle, between energy and momentum in Newton’s me-
chanics E = p2/(2m) becomes in SR

E2 − (pc)2 = (mc2)2 , (ͱ.ͱʹ)

and the total energy is,

E =
mc2√
1− v2

c2

. (ͱ.ͱ͵)

Whenever a body is at rest relative to an inertial reference frame, we find the well
known relation E0 = mc2, between the rest energy and the mass.

The special theory of relativity, became the setting for non-gravitational physics.
Physical laws are required to be invariant under Poincaré transformations, Poincaré
invariance. QMwas later harmonized with SR. First relativistic quantummechan-
ical equations were found. The Klein–Gordon equation reads,(

�+
(mc

~

)2)
φ(t, r⃗) = 0 , (ͱ.ͱͶ)

where the d’Alembert operator is define as,

� = −ηab∂a∂b =
1
c2

∂2

∂t2
−∇2 . (ͱ.ͱͷ)

In the case of the Schrödinger equation a probability density can be built from a
complex Ψ it is,

ρSchrödinger = Ψ∗Ψ , (ͱ.ͱ͸)

this quantity is obviously positive definite.

For the Klein–Gordon equation (ͱ.ͱͶ) the corresponding quantity is,

ρ
KG

=
i~
2m

(φ∗φ̇ − φφ̇∗) , (ͱ.ͱ͹)
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and is a not a positive definete quantity, which forces us to abandon the interpre-
tation of the Klein-Gordon equation as a single particle equation. Details may be
found in any elementary relativistic quantum mechanics textbook e.g. [ͷ].

The Dirac equation developed in ͱ͹Ͳ͸ is,

(i~γa∂a − mc)ψ = 0 , (ͱ.ͲͰ)

where the γa , a = 0 , . . . , 3, are a set of 4 × 4 matrices called the Dirac matrices
(see [͸]).

A solution of this equation, ψ(t, x⃗) is called a Dirac spinor. It describes a particle
(e.g. an electron) with its associated antiparticle, both of which may have spin
”up” or ”down”. Antiparticles (the positron if the particle is an electron) were ex-
perimentally observed by Carl David Anderson in ͱ͹ͳͲ, and spin (intrinsic angular
momentum) a purely quantum property of matter had been proposed in ͱ͹Ͳ͵ by
George Uhlenbeck and Samuel Goudsmit.

The pursuit of quantization led to a quantum theory of the electromagnetic field
—QuantumElectrodynamics (QED).Moreover current experimental research has
so far uncovered four fundamental interactions: strong, electromagnetic, weak,
and gravitational. Of these, gravity is not only the most common-day interaction,
in the sense that we experience it constantly and in an obvious way, for example
in the way we are “puled to the ground” but (maybe because of its commonness)
was the first to be investigated. The gravitational interaction is also the weakest
of the four.

It is significant that the strong, electromagnetic and weak interactions, have been
put into a quantum framework called (there are numerous textbooks on this sub-
ject, one of themost notable is [͸] ) QuantumField Theory (QFT). Also the known
elementary particles in nature are described in the formalism of QFT in the so
called StandardModel of particle physics (SM). QFT has had an experimental suc-
cess that can hardly be overstated and, QM has led to the development of nuclear
physics, atomic and molecular physics, solid state physics, with all the technolog-
ical triumphs achieved by these fields.

Gravity however has remained outside of this equation!

After developing SR in the beginning of the twentieth century, Einstein turned to
the problem of finding a relativistic theory of gravity that would replace the new-
tonian description of this interaction. After arduous labour, in November ͱ͹ͱ͵ he
presented to the Prussian Academy of Science, a theory — the General theory of
Relativity (GR). In this theory, the “force of gravity” is identified with the curva-
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ture of spacetime. The gravitational field is described by a rank two tensor, the
metric.

In the words of John Wheeler:“spacetime tells matter how to move; matter tells
spacetime how to curve”([͹] page Ͳͳ͵). What is described in loose terms here (see
the next section for a more precise account of GR) is the backreaction of matter
on geometry.

In the course of his intellectual endeavour Einstein was guided by ideas such as
the equivalence principle, which asserts that a gravitational field is locally equiva-
lent to a field of accelerations. He eventually came (after having considered it for
a first time and abandoning it see [ͱͰ]) to the notion of general covariance i.e. the
field equations for gravity must be invariant under general coordinate transforma-
tions. This is a crucial feature of GR also related to background independence. This
means that unlike previous theories — which depended on the a priori existence
of some fixed spacetime structures (e.g. the Minkowski metric η) both for the de-
velopment of the formalism and for the interpretation of the results — GR does
not rely on any fixed, non-dynamical space-time structures. Einstein’s field equa-
tions are invariant under all diffeomorphisms of the underlying manifold, which
has no space-time structure until a solution of the field equations is specified (see
[ͱͱ, ͱͲ]).

Background independence is a crucial characteristic of GR and it will be a constant
source of issues in the subsequent presentation.

Despite being the weakest of all four interactions, gravity can in some situations
become the dominant force. In the final stages of the evolution of some stars a
gravitational collapse occurs terminating in a state of infinite density and curva-
ture. Thus we have a singularity of spacetime. This physical situation is particu-
larly evident in the Schwarzschild solution of the Einstein field equations. In this
metric, a singular point exists that may be regarded as the final state of a collaps-
ing star. There is also a horizon, which is a surface around the singularity, that
can only be entered and never exited. It acts as a point of no return ([Ͷ]). This
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horizon is at the Schwarzschild radiusͱ ,

rs =
2GM
c2

, (ͱ.Ͳͱ)

where G = 6.674× 10−11Nm2kg−2 is Newton’s gravitational constant.

Surprisingly this view of a black hole is not the whole story. Stephen Hawking
working in a fixed curved background geometry, an approach called quantum field
theory in curved spacetime, (CSQFT) (refer to [ͱͳ, ͱʹ] for textbooks on this subject)
found the startling result that a black hole emits (the radiation is called theHawk-
ing radiation) like a blackbody at a well defined temperature called the Hawking
temperature TH,

TH =
~κ

2πkBc
(ͱ.ͲͲ)

where kB = 1.380×10−23 J/K is the Boltzmann constant and κ is the surface gravity
of the black hole, which for a spherically symmetric Schwarzschild black hole is
given by,

κ =
c4

4GM
=
4GM
r2s

. (ͱ.Ͳͳ)

The entropy of the black hole can be calculated and is found to be proportional to
Ahor the area of the event horizon,

SBH =
c3

4~G
Ahor . (ͱ.Ͳʹ)

This is the Bekenstein-Hawking entropy. Black hole thermodynamics was devel-
opedwith four laws in full analogy to the verywell known theory of heat developed
in the nineteenth century (refer to [ͱ͵]). As an example, the area of the horizon
never decreases therefore the second law states that the (black hole) entropy also
shares in this property. Finally we mention that since the black hole is emitting
it must loose mass and a phenomenon known as black hole evaporation occurs.
Eventually the black hole may evaporate completely.

General Relativity brought with it another innovation: relativistic cosmology. Al-
though the construction of physical theories suited to the description of the Uni-
verse was possible in pre-relativistic physics, GR introduced a novelty into the

ͱWemention that the Schwarzschild radius has a simple (heuristic) non-relativistic interpreta-
tion.
It may be thought of as the radius corresponding to an escape velocity equal to the speed of light

ve ≡
√
2GM
rs

= c

.
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picture, a nonstatic universe! In fact, the Newtonian universal law of gravitation
seemed to imply ([ͱͶ] contains some History and the description of the contem-
porary discussions) an infinite, static, perfectly uniform Universe. GR on the con-
trary, has an exact solution, the Friedmann–Lemaître–Robertson–Walker metric
(FLRW), for which the Einstein field equations (called Friedmann equations in
the context of cosmology) predict an expanding or contracting Universe. Einstein
tried to escape this prediction by adding the cosmological constant term to have
a static Universe.The explanation of the origin of this constant became a problem
in itself, the cosmological constant problem, one of the most important in contem-
porary physics.

However Hubble’s observations of the relation between the distance to galaxies
d and their velocities v (redshifts to be precise) led him to propose a linear law
relating the two v = Hd, where H is the Hubble constantͲ. These observational
data awoke the necessity for a dynamical model of the Universe. Subsequently the
work by Friedmann, Lemaître, Robertson and Walker led to the development of
Big Bang cosmology (refer to [ͱͷ] for a recent review), in which the Universe is not
only expanding but exhibits a singularity at a finite time in the past.

The observational evidence for the Big Bang cosmological model comes not only
from the expansion of the Universe (which is presently in an accelerated expan-
sion) but also from the Microwave Background Radiation (CMBR), the relic radi-
ation left over from the cooling of the Universe to temperatures below those cor-
responding to the recombination of electrons and protons into bound atoms, and
the Big Bang nucleosynthesis (BBN), which accounts for the relative abundances
hydrogen, deuterium (an isotope of hydrogen) and helium. Recently in ͱ͹͹͸ two
independent research groups, the Supernova Cosmology Project and the High-Z
Supernova Search Team, found that the expansion of the Universe is accelerating.
This was a major scientific discovery that not only contradicted the decelerating
expansion of the models of that time, but that itself requires a physical explana-
tion. The first candidate for this explanation is the cosmological constant Λ, orig-
inally introduced by Einstein to create a static universe, and now brought back to
make the universe accelerate! This constant, albeit a problem in itself, is central to
the standard model of cosmology the ΛCDM model. Also important in cosmology
is the question of inflation. This is a proposed phase of accelerated expansion hap-
pening in the early universe (for details about this subject see [ͱ͸, ͱ͹, ͲͰ]).

The cosmological solution, like the black hole solution, has singularities. These
represent a loss of predictability of GR, the curvature (and other invariants) be-
comes infinite, and so theymark the failure of this theory at the points in question,
or even in a sufficiently small neighbourhood of these points. Moreover, these sin-

ͲIt is a time dependent function H(t) to be precise.
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gularities are not an accident, there are theorems — the singularity theorems —
that enforce the existence of these points given some reasonable set of hypothe-
ses, plus the existence of what is called a trapped surface (for details about these
theorems, and global methods we refer the reader to [Ͷ, Ͳͱ, ͲͲ]).

ͱ.Ͳ What is Quantum Gravity?

We are therefore presently in a situation in which the best description of the grav-
itational interaction — namely GR — is incomplete. There are physical systems
(black holes, the Universe) for which the theory fails at (and around) some points.
Someone could argue that black holes are not real physical systems, or better
stated that through the use some mechanism we could remove the singularity,
or that the FLRW solution does not adequately account for the Universe. Even
if these arguments are proposed, the fact remains that in some solutions of GR
singular points exist where the theory ceases to be applicable.

Furthermore in GR, the geometry interacts with matter trough the Einstein equa-
tions, and one can show that treatingmatter quantummechanically and the geom-
etry classically leads to inconsistencies. Einstein made a similar remark (although
not directly linked to Quantum Gravity (QG)) when he said that the left hand
side of his equations (the geometry) is like marble whereas the right hand side
(the matter part) is akin to wood. The use of expectation values in the matter part
only highlights the problem.

Also worthy of mention is the view held by most researchers, that some insight
into QG is gained from the CSQFT treatment of black holes and their singularities.
Namely, the Hawking temperature (ͱ.ͲͲ) and the Bekenstein-Hawking entropy
(ͱ.Ͳʹ) may be considered quantum gravitational in nature in the sense that they
involve both the Planck ~ and Newton’s constant G, which characterize QM and
gravity respectively. These phenomena must therefore be a part of any theory of
QG . Furthermore, the development of black hole thermodynamics motivates the
search for a “microscopic statistical mechanics” that would explain it, in parallel
to the situation in the usual thermodynamics.

The existence of singularities together with the quantum nature of all the other
interactions strongly motivates the research into the quantization of gravity. A
related problem is that of the unification of the fundamental interactions. QFT
and the SM present a unified view of particle physics and their interactions. A
first kind of unification comes from the fact that we are using the same formalism
to describe different interactions. However a second type of unification comes
from the fact that there are unified theories for which (above some energy scale)
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two interactions become different aspects of the same force. This is the case of
the GlashowWeinberg Salam theory (GSW) that unifies the electromagnetic and
weak interactions. In this model a single interaction called electroweak gives rise,
through symmetry breaking to the two interactions we know to exist at lower en-
ergy scales. More ambitious is the case of Grand Unified Theories (GUT), in the
context of which the strong, weak and electromagnetic interactions become one
unified interaction. These however lack experimental confirmation. The unifica-
tion of the gravitational force with (one or all of) the other interactions may also
be a motivation to do research in quantum gravity.

Additionally questions like the cosmological constant problem, with its associated
dark energy problem (the problem of the nature of a possible dynamical field driv-
ing the accelerating expansion of the Universe) are sometimes invoked as quan-
tum phenomena that would be explained by a theory of quantum gravity.

In this thesis, by Quantum Gravity we mean a Quantum Field Theory of geom-
etry and matter which is background independentͳ, takes fully into account the
backreaction of quantum matter on quantum geometry and reduces to GR and
QM in appropriate limits ([Ͳͳ] gives a good overview of this area of research). An
indication that there is something special about the physical domain where QM
and GR are both relevant can be found if we take the uncertainty principle (ͱ.Ͳ)
written in the form mvr ∼ ~, and take the velocity to be of the order of the speed
of light v ∼ c and the radius to be of the order of the Schwarzschild radius (ͱ.Ͳͱ)
r ∼ GM

c2 then we find that the distance will be of the order of the Planck length
l ∼ lp where

lp =
√

~G
c3

= 1.616229(38)× 10−35m , (ͱ.Ͳ͵)

this astonishingly small distance is the relevant length scale for QG.

A related order of magnitude calculation comes from equating the Compton wave-
length (ͱ.ʹ) to the Schwarzschild radius (ͱ.Ͳͱ) λc ∼ rs, we find a massʹ,

mp =

√
~c
G

= 2.176× 10−8kg , (ͱ.ͲͶ)

this is called the Planck mass.

Although the above arguments do not prove anything, they seem to indicate that a
scale exists (and is related to relevant quantities inQMandGR) in which quantum
gravity is non-negligible. This scale is characterized by the plank units (refer to

ͳThis is not a requirement in all approaches to QM.

ʹSometimes written
√

~c
8πG

.
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[Ͳʹ] for an interesting account). In this thesis we will use c = ~ = G = 1, but we
will reinstate these fundamental constants when they are necessary to clarify the
physics involved.

It must be said at the outset that the disagreement about QG seems to be larger
than the points of consensus. This may be a result of the lack of direct experi-
mental probing of the physics at the Planck length. There is a question however,
that stands sharply athwart agreement about what a QG theory should be: is the
central problem in QG one of physics, mathematics or philosophy? Can we build
a theory that addresses these questions without first dealing with the nature of
space, time and matter? How fundamental are these concepts? For reviews about
this refer to [Ͳ͵, ͲͶ]. There are open issues related to the interpretation both of
QM and of GR. On the QM side a complete interpretation was never fully devel-
oped. The Copenhagen interpretation for example relies on a fixed background
structure, and gives only a partial answer.

Among the intuitions researchers have had, a persistent one claims that we must
abandon continuum concepts, and that they must be replaced with some discrete
notions. Also the linearity of QM, is sometimes believed to fail at Planck scales.
In general the possibility of new physics, meaning perhaps, presently unknown
fundamental interactions, principles or phenomena, at the Planck length is oc-
casionally proposed as an explanation for the disparity between the principles of
QM and those of GR .

As was mentioned above, physics in the last century evolved along a dual path: on
one hand we have GR with its insistence on general covariance and, on the other
QFT based on a fixed flat background. This being the case it is only natural that
a similar polarization appears in the field of QG, with field theorists and particle
physicists, on one side and researchers with a background on GR on the other. In
fact, researchers coming from a QFT background are more likely to emphasize
Poincaré group based techniques where the founding concepts come from SR and
a flat fixedMinkowski spacetimewhere quanta of the gravitational field propagate.
The expectation of a particle physicist is that the theory should produce scattering
amplitudes and should be renormalizable or, better still, finite. In the best case
scenario the theory should be part of a theory that unifies gravity with the other
interactions.

For a general relativist everything revolves around the geometrical features of GR,
with a great weight placed on background independence and a consequent reluc-
tance in employing any methods that rely a priori on the use of a background
structure, like perturbative methods. In general researchers in this category ex-
pect that a theory of QG may solve the problem of space-time singularities, both
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in the case of black holes—where the theory is expected to incorporateHawking’s
prediction of the production of particles — and in cosmology where a resolution
of the Big Bang singularity is awaited.

The construction of a theory of QG faces some key questions that arise even be-
fore the onset of its construction. One of these is the extent to which this theory
can maintain the picture of spacetime given by GR and the framework and inter-
pretation of QM. Another question, more concrete than the last is related to the
role of the diffeomorphism group Diff(M) (see the definition in the text following
(Ͳ.ͳ) ) of the space-time manifoldM. General relativity, as was already mentioned
is invariant (the equations are covariant under these transformations) under this
group. Elements of Diff(M) are active transformations, they move points not co-
ordinates. This implies two things: (ͱ) that a theory compatible with this group
should be built using tensorial objects in spacetime and, (Ͳ) that points in space-
time have no direct physical significance.

The diffeomorphism group plays a role similar to the Yang-Mills gauge group. The
main difference lies in the fact that whereas Yang-Mills transformations occur at a
fixed spacetime point, the diffeomorphism group actively changes the points. This
is related to the Einstein hole argument, which he devised as a line of reasoning
against general covariance. Using a region of space devoid of matter (a hole) and
a diffeomorphism reducing to the identity outside the hole Einstein purported
to show that the specification of the matter sources in the exterior of the hole
(and on the boundary of it) together with the field equations were not sufficient
to determine the gravitational field in the interior. Einstein later realized that
“in the absence of a metric tensor field, a coordinate system on a differentiable
manifold has no intrinsic significance”[ͱͰ]. This is of course a restatement of point
(Ͳ) above.

A related question is that of the construction of physical observables, an issue on
debate for decades. If we define an observable as a quantity (an operator) that
commutes with the gauge group, then given the action of a representation of an
element U(f) of f ∈ Diff(M), i.e. U(f)ϕ(x)U−1(f) = ϕ(f−1(x)) we see that ϕ is not
an observable in this sense. A particularly obvious way to construct a diffeomor-
phism invariant quantity out of a scalar function of gμν(x) is to integrate it over all
spacetime (see [Ͳ͵]), in the following way:∫

M
R(x)(det |g|)

1
2d4x ,

∫
M
Rμν(x)Rμν(x)(det |g|)

1
2d4x (ͱ.Ͳͷ)

This would be a non-local quantity and the issue of non-locality finds its way into
QG. Another way of achieving the same goal is to note that although the quantity
ϕ(x) does not transform as an observable ϕ(X) does if X is the location on the
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manifold of a concrete material object. That is we must use “material reference
frames” to ascertain our location on the manifold. This highlights the importance
of matter in QG. Vacuum theories more then just a simplification may turn out to
be a oversimplistic approach to the problem of QG.

Related to the question of diffeomorphisms is the well known problem of time.
This problem arises in any approach to QG that considers GR as a starting point.
The problem is related to the roles time plays in QM and in GR. In quantum the-
ory, time is not a physical observable in the sense that it is not represented by
an operator. It is a background parameter that labels the evolution of a system.
This idea of time can be carried over to SR and consequently to relativistic quan-
tum mechanics. Here, the set of relativistic inertial reference frames replaces the
Newtonian absolute concept of time. A theory in these conditions must thus be
endowed with a unitary representation of the Poincaré group of isometries of the
Minkowski spacetime. We note that this parameter cannot be measured by any
clock, there is always a probability that a real clockwill run backwardswith respect
to it͵ (see [Ͳ͸] and references therein).

Very different is the situation in classical general relativity, where time (instead of
af a background parameter) is a coordinate that (like the spatial metric) is influ-
ence by the matter present. If the space-time manifold can be foliated as a one-
parameter family of spacelike hypersurfaces there is in general no way to single
out as natural any subset of such foliations. Each of the time directions orthog-
onal to these families of spacelike hypersurfaces could be considered a notion of
time. These definitions of time are in general unphysical, in that they provide no
hint as to how this time might be measured by physical clocks.

ͱ.ͳ Do all roads lead to Quantum Gravity?

We explicitly assume here that a theory of Quantum Gravity exists. That is, who-
ever discovers it is not simply constructing a scientifically coherent set of state-
ments with predictions that coincide with observations and experiments, but is
rather factually uncovering an unknown part of the natural world. What we do
not assume, either overt or covertly is that our approach is the only one that leads
to the theory of QG.

Einstein himself was the first to recognize in his first paper on gravitational waves
in ͱ͹ͱͶ [Ͳ͹] that,

͵Thismeans that a dynamical variable that correlatesmonotonically with time cannot be found,
even in the Schrödinger theory. For details we refer the reader to [Ͳͷ].

ͱ͹



͵.ͷ. Do all roads lead to Quantum Gravity?

the atoms would have to emit, because of the inner atomic elec-
tronic motion, not only electromagnetic, but also gravitational energy,
although in tiny amounts. Since this hardly holds true in nature, it
seems that quantum theory will have to modify not only Maxwell’s
electrodynamics, but also the new theory of gravitationͶ.

He would later change his position and work on the unification of gravity and
electromagnetic theory.

The three positions about the quantization of gravity and the methodology to be
used were already expressed by the mid-ͱ͹ͳͰ’s [ͳͱ]. They are:

ͱ. In analogy with QED, quantum gravity should be formulated by quantizing
the linearised field equations using the same methods. Investigators that
held this viewpoint (Rosenfeld, Pauli, Fierz) thought that the problemwhich
would arise would be substantially similar to those of the quantization of the
electromagnetic field and they would be presumably solved pari passu.

Ͳ. The gravitational field has such distinctive features that the full non-linear
set of field equations must be quantized. Although, according to this view,
the techniques to be utilized come fromQFT they must be properly general-
ized in order to suit the needs of this novel problem (Bronstein, Solomon).

ͳ. GR is only a macroscopic theory, “e.g. a sort of thermodynamics limit of a
deeper, underlying theory of interactions between particles”[ͳͲ]. This was a
position held by Frenkel, van Dantzig.

These are essentially the same positions that we find in today’s approaches to QG.
Perhaps the fact that more then three quarters of century later no fundamentally
new ideas have appeared marks the need for some truly creative approaches as
well as more experimental data.

A classification of the types of avenues to QG was given in [Ͳ͵]. The four types
proposed are the following

I The quantisation of general relativity. We start with classical GR and apply some
quantization scheme to this theory. This further subdivides into (i) canon-
ical quantization, in which splitting of spacetime into three-dimensional
space and time is made and, (ii) covariant quantization where a quantiza-
tion method is applied to the four-dimensional space-time manifold . Note

ͶTranslation from [ͳͰ] page Ͳʹ.
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Chapter ͵. Quantum Gravity: a bird’s-eye view

that both positions ͱ. and Ͳ. mentioned above are of this type. Moreover
the Rosenfeld-Pauli-Fierz stance is a covariant quantization scheme which
we will explore succinctly in the next section, the Bronstein-Solomon posi-
tion is also of this type and may be (but not necessarily) a canonical form
of quantization. This subtype is the subject of this thesis and chapters will
be devoted to the space-time splitting and to the new variables discovered
by Ashtekar which prompted a renaissance in the research into canonical
quantum gravity.

II Quantise SomeOtherTheoryThatCanGiveGeneral Relativity as the Low-Energy
Limit. We start, with some other classical theory, quantize it and given an
appropriate notion of classical limit, we find GR. There are (at least) two
difficulties here. The notion of classical limit can be: a special state whose
evolution in time follows classical laws; or some quantum quantities taking
values in a range where classical theory is successful. And, it is not clear
from what theory we should begin.

The main example of an approach of this type is superstring theory, where
a classical string theory given by the Polyakov action is second quantized,
and GR or a generalization thereof is obtained in the low energy limit.

About the notion of GR as the classical limit of a quantum theory we remark
following [Ͳ͵, ͳͳ] that “within the context of the particle-physics approach
to quantum gravity (see the next section), there are a series of, more or less,
rigorous theorems which show that any Lorentz-invariant theory of a spin-Ͳ
graviton coupled to a conserved energy-momentum tensor will necessarily
yield the same low-energy scattering results as those obtained from the tree
graphs of a weak-field perturbative expansion of the Einstein Lagrangian.”

III ”General-Relativise”ͷ Quantum Theory This is in a way the inverse of type I
Here we start with quantum theory and try to harmonize it with GR. This is
exemplified in the already mentioned quantum field theory in curved space-
time. This consists in building QFT on a fixed curved background, and al-
though this is not a QG theory proper (backreaction is difficult to account
for in this setting) it may help clear up some issues.

IV General Relativity and Quantum Gravity Both Emerge From Something Quite
Different. This type involves starting ab initio from radically new concepts.
The relation of QG and GR and/or QM is in this category analogous to the
relation between quantum theory and classical mechanics. That is the leap
from GR and QG is of the same iconoclastic kind as the one from classical

ͷThe verb General-Relativise does not exist it is a creation of C. Isham.
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to quantum physics. This is the most exciting avenue although arguably it
may not be the most promising.

Themost natural starting point in the search forQG is the type I idea of quantizing
GR. Since this option, in its covariant form using tools analogous to those used in
QED, was the first to be tried, we next describe GR in more detail, and introduce
the notion of graviton.

ͱ.ʹ The General Theory of Relativity

Our best theory of the gravitational interaction is GR, so it is logical that we should
describe this theory before attempting even to speak of quantization.

We define space-time, (see [Ͷ, Ͳͱ, ͳʹ]) that is the set of all events, to be a connected
four-dimensional Hausdorff C∞͸ manifold M in which a connection, Γλ

μν, and a
symmetric non-degenerate Lorentzian metric gμν are defined.

The connection is related to parallel transport and, can be used to define a covari-
ant derivative:

∇μAν
σ = ∂μAν

σ + Γν
μαAα

σ − Γα
μσAν

α. (ͱ.Ͳ͸)

The Riemann tensor is:

Rμ
νσλ = −∂λΓμ

νσ + ∂σΓμ
νλ + Γμ

ασΓ
α
νλ − Γμ

αλΓ
α
νσ . (ͱ.Ͳ͹)

The Ricci tensor is:

Rμν ≡ Rσ
μσν = −Rσ

μνσ, (ͱ.ͳͰ)

or in terms of the connection,

Rμν = ∂λΓλ
μν − ∂νΓλ

μλ + Γλ
σλΓ

σ
μν − Γλ

σνΓ
σ
μλ. (ͱ.ͳͱ)

In GR the torsion is identically zero:

T λ
μν ≡ Γλ

[μν] = 0 , (ͱ.ͳͲ)

which is equivalent to the symmetry of the connection and, the metric is covari-
antly conserved,

∇λgμν = 0 , (ͱ.ͳͳ)
͸Infinite differentiability is in reality not a physical requisite, see [ͲͲ] and reference therein.

The requirement of C4 differentiability or even C2 with a C2 piecewise C4 differential structure is
sufficient according to the author.
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Chapter ͵. Quantum Gravity: a bird’s-eye view

this quantity is sometimes called the non-metricity tensor Qμνλ which in GR is
null.

Using these two conditions (ͱ.ͳͲ) and (ͱ.ͳͳ) a relation between the connection and
the metric exists,

Γλ
μν =

1
2
gλρ (∂νgρμ + ∂μgρν − ∂ρgμν) , (ͱ.ͳʹ)

this is the Levi-Civita connection.

The Einstein-Hilbert action

SEH =
c4

16πG

∫
M
(R− 2Λ)

√
−gd4x− c4

8πG

∫
∂M

√
hKd3x , (ͱ.ͳ͵)

where h is the determinant of the ͳ-metric on the boundary ∂M (here assumed to
be spacelike) k is the trace of the second fundamental form or extrinsic curvature,
and Λ is the cosmological constant mentioned above.

The second term in this action, is a surface term needed to cancel the result of the
variation with respect to the metric (about this surface term refer for example, to
[ͳ͵, ͳͶ]).

A matter action of the form,

SM =

∫
M
d4x

√
−gLM(gμν,ψ), (ͱ.ͳͶ)

may be added to (ͱ.ͳ͵).

If we take the variation with respect to the metric we obtain,

Gμν ≡ Rμν −
1
2
Rgμν + Λgμν =

8πG
c4

Tμν , (ͱ.ͳͷ)

these are the Einstein equations. The stress-energy tensor Tμν is given by

Tμν ≡ − 2√
−g

δSM
δgμν

. (ͱ.ͳ͸)

This is a second order formalism called the metric formalism. If we assume no a
priori relation between Γ and g, or in other words if we consider these to be two
independent variables, we may build the Palatini action͹ [Ͷ, ͳʹ] (for Λ = 0)

SP =
c4

16πG

∫
M
R(Γ, g)

√
−gd4x (ͱ.ͳ͹)

͹Sometimes also called the Einstein-Palatini or Hilbert-Palatne action.
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here R is built using an independent connection and metric. Varying this action
with respect to both the variables we recover the Einstein equations plus the def-
inition of the Levi-civita connection. This is the Palatini variational formalism.
We will rediscover this action in the following chapters written in terms of tetrads
and spin connections.

In the Palatini approach the independent connection Γ is not coupled to the mat-
ter part of the action. If however we decide to introduce such a coupling, we have
what is termedmetric affine gravity(see [ͳͷ] and references therein). A good exam-
ple is Einstein–Cartan Theory where the spin of matter is coupled to the torsion
([ͳ͸]).

ͱ.ʹ.ͱ Plane gravitational waves and the graviton

The discovery that material particles have wavelike properties was the starting
point for QM. It is natural therefore to try to take the same path in GR and look
for wave solutions of Einstein’s equations and try to quantize them. Gravitational
waves were first detected in ͲͰͱ͵ [ͳ͹], however they had been predicted one hun-
dred years before by Einstein himself. In the following we briefly review a set of
solutions of Einstein’s equation called plane gravitational waves and the quantiza-
tion of GR based on the graviton.

A striking difference between GR and QM is that whereas the latter is linear, the
former is highly non-linear. Thus we start (see [Ͷ, ͳͰ] for a details) by expanding
the metric gμν around a fixed flat background ημνͱͰ plus a perturbation fμν consid-
ered to be small (i.e. the components are small)

gμν = ημν + fμν , (ͱ.ʹͰ)

inserting this into (ͱ.ͳͷ) we have (for c = 1),

�fμν = −16πG
(
Tμν −

1
2
ημνT

)
, (ͱ.ʹͱ)

where T = ημνTμν the harmonic condition was used,

f μν ,ν =
1
2
f νν,μ . (ͱ.ʹͲ)

ͱͰWe are making an exception in this subsection, to our Latin index convention for the sake of
consistency.
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If we make the coordinate transformation,

xμ = x′μ + εμ(x) , (ͱ.ʹͳ)

then fμν changes (to first order in ε) in the following way,

fμν → fμν − εμ,ν − εν,μ (ͱ.ʹʹ)

If we take the combination,

f̃μν = fμν −
1
2
Tμν f αα (ͱ.ʹ͵)

the field equations can be cast in the form,

�f̃μν = −16πGTμν , (ͱ.ʹͶ)

this is the linear approximation for the Einstein field equations. The harmonic
condition becomes ∂ν f̃μν = 0, in analogy with the Lorenz condition ∂μAμ = 0.
This condition is consistent with ∂νTμν = 0 but not with ∇νTμν = 0. This implies
that the energy momentum tensor is conserved but not in a covariant way, and
that there is no energy transfer between matter and gravitational field in spite of
the fact that Tμν acts as a source for fμν.

In this approximation, vacuum solutions (i.e. Tμν = 0) that are planarͱͱ gravita-
tional waves can be found. They are given by,

fμν = eμνeikx + e∗μνe−ikx (ͱ.ʹͷ)

where, eμν is the polarization tensor. We have the relations kμkμ = 0 and kνeμν =
1/2kμeνν, see [ͳͰ] for details. By making a new coordinate transformation of the
form (ͱ.ʹͳ) we find the condition,

f ′μν ,ν −
1
2
f ′ νν,μ = −�εμ . (ͱ.ʹ͸)

This way we can consistently take the condition,

�εμ = 0 , (ͱ.ʹ͹)

and consequently reduce the number of components of fμν from 10 to 10−4−4 = 2.
We therefore see that in the linear approximation the gravitational field has two
local degrees of freedom (two degrees of freedom per space point) correspond-
ing to the two polarizations of the plane gravitational waves, (refer to [Ͷ, ͳͰ] for
details).

ͱͱSometimes also caled plane gravitational waves.
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We furthermore mention that this linearised theory is the same that would be
obtained by asking for the classical field corresponding to quantum-mechanical
particles of (ͱ) zero rest mass and (Ͳ) spin two in (ͳ) flat spacetime, moreover
from this “spin-Ͳ” approach one can recover GR albeit in a non-geometric way
(refer to [Ͷ] for this point, see also [ʹͰ] about the “spin-Ͳ massless field in flat
spacetime”).

We see therefore that the gravitational field can be identified (in flat spacetime
anyway) with a spin-Ͳ massless field, the quantization of which gives rise to a
(quantum) particle called the graviton. The arguments for the existence of a spin-
Ͳ particle come from the representations of the Poincaré group which are used
in the SM to classify elementary particles (see [ͳͰ]). The main argument for the
masslessness is the long range of the gravitational interaction combined with the
discontinuous effect of a non-vanishing mass on the deflection of light.

Using a method similar to the one used for the electromagnetic field we can quan-
tize the perturbation fμν. The field operator for the graviton is,

fμν(x) =
∑
σ=±2

∫
d3k√
2|k|

[
a(k , σ)eμν(k , σ)eikx + a†(k , σ)e∗μν(k , σ)e−ikx

]
(ͱ.͵Ͱ)

where σ = ±2 are the possible helicities for this particle. The a(k , σ) and a†(k , σ)
operators are interpreted respectively as the annihilation and creation operators
for a graviton having momentum ~k and helicity σ. These are bosonic operators
and therefore obey the commutation rules[

a(k , σ) , a†(k′ , σ′)
]
= δσσ′δ(k− k′) . (ͱ.͵ͱ)

This quantization scheme ultimately hit the wall of the non-renormalizability of
the gravitational field. Goroff and Sagnotti [ʹͱ, ʹͲ] demonstrated that in order to
obtain a finite S-matrix, the action should contain a counterterm,

Γ(2)
div =

1
ε
209
2880

1
(16π2)2

∫
d4x

√
gCμνρσCρσλτCλτ

μν , (ͱ.͵Ͳ)

cubic in theWeyl tensor (refer to [Ͷ] for the definition), the regularization param-
eter ε (the deviation from four dimensions in dimensional regularization)must be
taken as going to zero ε → 0 at the end of the calculation. The difference between
the Riemann tensor and theWeyl tensor is immaterial in this case since, all terms
containing R or Rμν can be absorbed in redefinitions of the metric [ʹͳ]. At higher
loop order, counterterms involving the fourth and greater powers of the Riemann
would appear. In general therefore, the theory would involve an infinite number
of counterterms and associated coupling constants and thus becomes useful only
as an effective theory of QG [ʹʹ].
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The existence of non-renormalizable infinities in GRmay lead to very distinct con-
clusions. A considerable group of researchers think that a modification of Ein-
stein’s theory at short distances is needed to tame the infinities, this was the view
in Supergravity and later in String Theory. Others consider that a proper non-
perturbative quantization of Einstein’s theory, will resolve the problem of the in-
finities since these were an effect of the methods just described. From this point
of view the single most important feature of GR is its general covariance and back-
ground independence and relinquishing this central pillar of the theory will teach
us nothing about quantum gravity.

Ͳͷ
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2
Mathematical toolbox for gauge

theories

In this chapter we review some background from differential geometry. The fol-
lowing is not meant to be self contained, for a thorough treatment refer to a stan-
dard text like [ʹ͵].

Ͳ.ͱ Manifolds vectors, tensors and differential forms

Manifolds are spaces that locally resembleRn, in a sense that will be made precise
in the following subsection.

Ͳ.ͱ.ͱ Manifolds and diffeomorphisms

Let M be a topological space (see [ͳʹ, ʹ͵, ʹͶ] for the definition, refer also to [ʹͷ]
upon which a part of this chapter is based). The space M is an m-dimensional
manifold if there exists a family of open sets UI for I ∈ I that cover M, that is
M =

∪
I∈I UI, and homeomorphisms,

xI : UI −→ xI(UI) ⊂ Rm

p 7→ xI(p) (Ͳ.ͱ)

with the following property: for every I , J ∈ I with UI ∩ UJ ̸= ∅ the map,

φIJ = xJ ◦ x−1I : xI(UI ∩ UJ) −→ xJ(UI ∩ UJ) , (Ͳ.Ͳ)
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is a C∞ map between subsets of Rm.

The pair (UI, xI) is called a chart, while the set of charts
{
(UI, xI)I∈I

}
is an atlasͱ.

The set UI is called the coordinate neighbourhood while xI is a coordinate func-
tion.

Let the map,
ϕ : M −→ N , (Ͳ.ͳ)

be a homeomorphism Ͳ, and xI and x̃I coordinate functions. If xI◦ϕ◦x̃−1I is invertible
i.e. the map x̃I ◦ ϕ−1 ◦ x−1I exists, and if both these functions are C∞ the map
ϕ is called a C∞ diffeomorphism, and M is said to be diffeomorphic to N. The
dimensions of M and N are equal, in this case.

The set of diffeomorphisms of a manifold forms a group denoted Diff(M).

Ͳ.ͱ.Ͳ Vector one-form and tensor fields

A smooth vector field is a linear map:

v : C∞(M) −→ C∞(M) (Ͳ.ʹ)
f 7→ v[f] ,

that satisfies the Leibniz ruleͳ:

v[fg] = v[f] · g+ f · v[g] . (Ͳ.͵)

As a consequence we have the properties,

for constant c v[c] = 0 , (Ͳ.Ͷ)
for f ∈ C∞(M) (fv)[f ′] = f · v[f ′] . (Ͳ.ͷ)

The vector fields ∂I
μ may be defined on UI through the condition

∂I
μ[xνI ](p) = δνμ , (Ͳ.͸)

ͱThe terminology is not uniform, we follow in this respect [ʹͶ].
ͲA map between topological spaces, that is continuous and has a continuous inverse.
ͳA linear map v : C∞(M) −→ C∞(M) that satisfies the Leibniz rule is a derivation in C∞(M).

Here we are defining vector fields as derivations (see [ʹ͸] page ͹͹), however the more intuitive
path of defining tangent vectors and subsequently defining a vector field as a smooth assignment
of a vector to each point ofM is usually taken.
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we have from this definition,

∂I
μ =

∂φν
IJ(xI)
∂xμI

∂J
ν , (Ͳ.͹)

for I J ∈ I. Here φIJ is a diffeomorphism.

A vector field restricted to a point p is a tangent vector. The set of tangent vectors
at p form the tangent space toM at p denoted Tp(M). At each point p the set vectors
∂I
μ are a basis of Tp(M). A tangent vector v has components vμ given by,

v = vμ∂μ . (Ͳ.ͱͰ)

The basis {∂μ} is called the coordinate basis of Tp(M). A non-coordinate basis ea
can be used in Tp(M) and we have,

ea = eaμ∂μ , (Ͳ.ͱͱ)

where eaμ ∈ GL(n,R).

The space of vector fields overM is denoted χ(M) and forms a Lie algebra.

A smooth one form is a linear map,

ω : χ(M) −→ C∞(M) (Ͳ.ͱͲ)

such that for f , f ′ ∈ C∞(M) and v , v′ ∈ χ(M), we have

ω [fv+ f ′v′] = fω [v] + f ′ω [v′] . (Ͳ.ͱͳ)

Given a function f ,∈ C∞(M) we may define the one form df by the rule df[v] = v[f],
we have as a consequence dxμI [∂I

ν](p) = δμν .

The cotangent space T ∗
p(M) at point p is the set of one-forms (sometimes also

called dual vectors) at p i.e. the fields defined in (Ͳ.ͱͲ) restricted to p.

That is, the dxμ form a basis of T ∗p(M) dual to the coordinate basis of the tangent
space at p. The components of a form ω in this basis are ωμ given by,

ω = ωμdxμ . (Ͳ.ͱʹ)

A non-coordinate basis {θa} can also be use in T ∗p(M)

θa = eaμdxμ , (Ͳ.ͱ͵)

where eaμ is the inverse of eaμ above.

ͳͱ
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The space of 1-form fields, (defined in (Ͳ.ͱͲ)) is denoted T1(M) or in the context
of differential forms Ω1(M).

A smooth (a, b)-tensor field (a times contravariant and b times covariant) is a mul-
tilinear (i.e. linear separately in each variable) functional of the form

t : [×a
r=1T1(M)]×

[
×b

s=1χ(M)
]
−→ C∞(M) , (Ͳ.ͱͶ)

with components (we drop the point and the chart indices)

tμ1...μaν1...νb = t (dxμ1 , . . . , dxμa ; ∂ν1 , . . . , ∂νb) . (Ͳ.ͱͷ)

The vector space of (a, b)-tensors at point p (i.e. the restriction of tensor fields to
the point p) is denoted T a

b,p(M). The space of tensor fields of type (a, b) on M is
denoted by T a

b (M).

The space of functions C∞(M) is just T 0
0 (M).

The tensor product of s ∈ T a
b (M) and t ∈ T c

d (M) is a tensor s ⊗ t ∈ Ta+c
b+d(M) given

in terms of the components by

(s⊗ t)μ1...μ(a+c)
ν1...ν(b+d) = sμ1...μaν1...νb × tμ(a+1)...μc

ν(b+1)...νd . (Ͳ.ͱ͸)

Ͳ.ͱ.ͳ Forms of degree p exterior derivative and interior product

A differential r-form is a (0, r)-tensor antisymmetric in its indices that is,

βμ1μ2...μr = β[μ1μ2...μr] . (Ͳ.ͱ͹)

The anti-symmetrizer is given by,

A[μ1 ,... ,μr] =
1
r!
∑
π∈Sp

sgn(π)Aμπ(1) ,... ,μπ(r) , (Ͳ.ͲͰ)

and the symmetrizer by,

A(μ1 ,... ,μr) =
1
r!
∑
π∈Sp

Aμπ(1) ,... ,μπ(r) , (Ͳ.Ͳͱ)

where π ∈ Sr is a permutation of {1 , . . . , r} and sgn(π) is its sign.

The space of r-forms if denoted by Ωr(M), functions are 0-forms i.e. Ω0(M) =
C∞(M).
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The exterior (wedge) product is a map,

∧ : Ωr(M)× Ωs(M) −→ Ω(r+s)(M) . (Ͳ.ͲͲ)

That is from a r-form α and a s-form β we form a (r+ s)-form

(α ∧ β)μ1...μ(r+s)
=

(r+ s)!
r!s!

α[μ1...μrβμ(s+1)...μ(p+q)]
, (Ͳ.Ͳͳ)

that is, one takes the tensor product of the tensors corresponding to the forms
and antisystematizes the result.

The wedge product has the following properties

α ∧ β = (−1)rs β ∧ α (Ͳ.Ͳʹ)
(α ∧ β) ∧ γ = α ∧ (β ∧ γ) (Ͳ.Ͳ͵)

(c1α + c2β) ∧ γ = c1α ∧ γ + c2β ∧ γ (Ͳ.ͲͶ)
α ∧ (d1β + d2γ) = d1α ∧ γ + d2β ∧ γ . (Ͳ.Ͳͷ)

where α is a r-form, β a s-form, c1 , c2, and d1 , d2 are functions.

The basis of the space of 1-forms at p denoted Ω1
P(M) is just dxμ as stated above.

For two forms, the basis of Ω2
P(M) is dxμ ∧ dxν ≡ dxμ ⊗ dxν − dxν ⊗ dxμ, and so on.

Since for dxμ∧dxμ = 0 it follows that for an n-dimensional manifoldM there are no
r-forms with r > n. Hence the space of forms is the direct sum of these spaces i.e.
Ω∗p(M) =

⊕n
r=1Ω

r
p(M). Ω∗p(M) is the set of all differential forms at p and is closed

under the exterior product.

For differential forms, the appropriate concept of derivative is the exterior deriva-
tive,

d : Ωr(M) −→ Ω(r+1)(M) , (Ͳ.Ͳ͸)

given by,
(dα)μ1...μr = (r+ 1)∂[μ1αμ2...μr] (Ͳ.Ͳ͹)

this is just (Ͳ.Ͳͳ) for the partial derivative d and the p-form α i.e. ∂ ∧ α. The
exterior derivative is both independent of the choice of the usual derivative ∂ and,
nilpotent d2 ≡ d ◦ d = 0.

The interior product of a r-form with a vector field v is the map,

iv : Ωr(M) −→ Ω(r−1)(M) (Ͳ.ͳͰ)

given in terms of components by,

(ivα)μ1...μr =
1

(r− 1)!
vμαμ μ1...μ(r−1)

. (Ͳ.ͳͱ)
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We have ivf = 0 for f ∈ C∞(M), and iv(df) = v[f].

Given a manifold M with dimension m, a metric g ∈ T02(M) is a symmetric non-
degenerate two-times contravariant tensor field. The signature of g i.e. the num-
ber of negative and positive eigenvalues of its component matrix, (n,m − n) is
constant on the manifold. If n = 0 then g is said to be Riemannian and if n = 1
Lorentzian.

Ͳ.ͱ.ʹ Hodge ∗ operator and adjoint exterior derivative

The dimensions of the Ωr
p(M) spaces of differential r-forms, at point p, over an

n-dimensional manifold M are:

dim(Ωr
p(M)) =

(
n
r

)
=

n!
r!(n− r)!

, (Ͳ.ͳͲ)

so given the equality of the binomial coefficients
(n
r

)
=
( n
n−r

)
, we have dim

(
Ωr

p(M)
)
=

dim
(
Ω(n−r)

p (M)
)
and the spaces Ωr

p(M) and Ω(n−r)
p (M) are isomorphic. If M is en-

dowed with a metric a natural isomorphism, given by the Hodge star ∗ can be
defined between these spaces.

The Hodge ∗ is a linear map:

∗ : Ωr(M) −→ Ω(m−r)(M) (Ͳ.ͳͳ)

whose action on a basis vector of Ωr(M) is defined by,

∗(dxμ1 ∧ . . . ∧ dxμr) =
√

|g|
(n− r)!

εμ1...μr ν(r+1)...νndx
ν(r+1) ∧ . . . ∧ dxνn , (Ͳ.ͳʹ)

where,

εα1,... αm


+1 if (α1, . . . αm) is an even permutation of (1 , . . . ,m)
−1 if (α1, . . . αm) is an odd permutation of (1 , . . . ,m)
0 otherwise

. (Ͳ.ͳ͵)

In components the general r-form α is given by ,

α =
1
r!
αμ1...μrdx

μ1 ∧ . . . ∧ dxμr . (Ͳ.ͳͶ)

and using (Ͳ.ͳʹ) ∗β acts on an r-form like,

∗α =

√
|g|

r!(n− r)!
εμ1...μr ν(r+1)...νnαμ1...μrdx

ν(r+1) ∧ . . . ∧ dxνn , (Ͳ.ͳͷ)

ͳʹ
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that is (∗α)ν(p+1)...νn =

√
|g|
p! εμ1...μp ν(p+1)...νnαμ1...μp .

The Hodge operator has the following property,

∗ ∗ α = (−1)r(m−r)α if (M, g) is Riemannian , (Ͳ.ͳ͸)
∗ ∗ α = (−1)1+r(m−r)α if (M, g) is Lorentzian , (Ͳ.ͳ͹)

for a r form α.

An important form is the volume form [ʹͶ] given by

vol = ∗1 =
√

|g|dx1 ∧ . . . ∧ dxn =
√

|g|
n!

εμ1...μndx
μ1 ∧ . . . ∧ dxμn , (Ͳ.ʹͰ)

the εμ1...μn is the n-dimensional Levi-Civita object
ʹ.

An inner product of forms can be defined for α and β r-forms,

(α, β) =
∫
M
α ∧ ∗β , (Ͳ.ʹͱ)

(we will not give the definition of the integration of differential forms, however we
refer the reader to [ʹͶ]) if both forms are expanded in the basis we have,

(α, β) =
1
r!

∫
M
αμ1···μrβμ1···μrvol , (Ͳ.ʹͲ)∫

M
α ∧ ∗β =

∫
M
⟨α, β⟩ vol , (Ͳ.ʹͳ)

where ⟨α, β⟩ is the usual inner product. This last equality is sometimes used to
define the ∗ operator.

For a given exterior derivative d the adjoint exterior derivative is a map,

d∗ : Ωr(M) −→ Ω(r−1)(M) , (Ͳ.ʹʹ)

constructed in the following way,

d∗α = (−1)mr+m+1 ∗ d ∗ α if (M, g) is Riemannian , (Ͳ.ʹ͵)
d∗α = (−1)mr+m ∗ d ∗ α if (M, g) is Lorentzian , (Ͳ.ʹͶ)

for a r form α. The adjoint derivative has the property,

(dα, β) = (α, d∗β) , (Ͳ.ʹͷ)

for a (r− 1) form α and a r form β.
ʹSometimes also called Levi-Civita symbol.

ͳ͵
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Ͳ.ͱ.͵ Connection covariant derivative curvature and torsion

We mentioned in Section ͱ.ʹ that in a manifold we can define an affine connec-
tion and a metric. In general, given a manifoldM vectors are in the tangent space
T1(M)(p) at point p. There is however no way to relate vectors on tangent spaces
at different points. This is precisely the role of the affine connection and the co-
variant derivative.

A covariant derivative is an operator,

∇ : T a
b (M) −→ T a

b+1(M) (Ͳ.ʹ͸)

with the following properties,

ͱ. linearity
∇X [aS+ bT] = a∇X S+ b∇X T , a, b ∈ R (Ͳ.ʹ͹)

Ͳ. the Leibniz rule
∇X (TU) = ∇X (T)U+ T∇X (U) (Ͳ.͵Ͱ)

ͳ. commutes with contraction (in indices)

∇ρ(T
μ1...σ...μa−1
ν1...σ...νb−1 ) = ∇ρT

μ1...σ...μa−1
ν1...σ...νb−1 (Ͳ.͵ͱ)

ʹ. reduces to the usual derivative on functions,

∇X f = X[f] = Xμ∂μf , f ∈ C∞(M) , (Ͳ.͵Ͳ)

where X ∈ χ(M) and S,T ∈ T a
b (M).Moreover, the vector structure of T1(M) implies

∇aX+bYT = a∇XT+ b∇YT , a, b ∈ R ,X,Y ∈ T1(M) . (Ͳ.͵ͳ)

The connection components are defined as,

∇μ∂ν = Γρ
μν∂ρ , (Ͳ.͵ʹ)

where ∇μ = ∇∂μ . Using∇ρ(dμ[∂ν]) = ∇ρ(∂ν[dμ]) = 0 we find,

∇μdxν = −Γν
μρdρ , (Ͳ.͵͵)

ͳͶ
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The coordinate expression for the covariant derivative of a general tensor field is
the generalization of eq. (ͱ.Ͳ͸),

∇μTν1...νa
σ1...σb = ∂μTν1...νa

σ1...σb + (Ͳ.͵Ͷ)

+
a∑

i=1

Γνi
μαTν1...α...νa

σ1...σb −
b∑

j=1

Γα
μσjT

ν1...νa
σ1...α...σb .

The curvature R ∈ T13(M) is defined as,

R [·;w, u, v] =
(
[∇u ,∇v]−∇[u,v]

)
w , (Ͳ.͵ͷ)

and the torsion T ∈ T12(M) is,

T [·; u, v] = ∇uv−∇vu− [u, v] , (Ͳ.͵͸)

where [·, ·] is defined as,
[u, v] f = u[v[f]]− v[u[f]] . (Ͳ.͵͹)

Evaluation of (Ͳ.͵ͷ) in the bases {∂μ} and {dxν} results in (ͱ.Ͳ͹) and (Ͳ.͵͸) in the
same basis gives (ͱ.ͳͲ).

Ͳ.ͱ.Ͷ Pull-back and push-forward

For a diffeomorphism ψ : M −→ M and f ∈ C∞(M) the function,

(ψ∗f) (p) = (f ◦ ψ) (p) = (f (ψ(p))) , (Ͳ.ͶͰ)

is called the pull-back function.

Fora a vector field v its push-forward is,

((ψ∗v) [f]) (ψ(p)) = (v[ψ∗f]) (p) , (Ͳ.Ͷͱ)

for f ∈ C∞(M).

For a one-form ω the pull-back is,

((ψ∗ω) [v]) (p) = (ω[ψ∗v]) (ψ (p)) . (Ͳ.ͶͲ)

For tensors, we have:

((ψ∗t) [ω1 . . .ωa, v1 . . . vb]) (p) = (Ͳ.Ͷͳ)
=
(
t
[
(ψ−1)∗ω1 . . . (ψ−1)∗ωa,ψ∗v1 . . .ψ∗vb

])
(ψ(p))

((ψ∗t) [ω1 . . .ωa, v1 . . . vb]) (p) = (Ͳ.Ͷʹ)
=
(
t
[
ψ∗ω1 . . .ψ∗ωa, (ψ−1)∗v1 . . . (ψ−1)∗vb

])
(ψ(p)) .

ͳͷ
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Ͳ.ͱ.ͷ Lie derivative

LetM be a manifold and X a vector field, an integral curve x(t) of X is a solution of
the equation,

dxμ

dt
= Xμ(x(t)) , (Ͳ.Ͷ͵)

for coordinates xμ. This means that the tangent vector to the curve is X.

If σ(t, x0) is an integral curve of X which passes a point x0 at t = 0, the map σ :
R × M −→ M (provided it exists) is called the flow generated by X [ʹͶ]. Flows
satisfy the equation

σ(t, σ(s, x0)) = σ(t+ s, x0) , (Ͳ.ͶͶ)

for s, t ∈ R such that the previous equation makes sense.

For fixed t a flow σ(t, x) is a diffeomorphism from M to M denoted σt : M −→
M.

The set of flows satisfies:

ͱ. σt ◦ σs = σt+s;

Ͳ. σ0 = id;

ͳ. σ−t = (σt)−1;

where id is the identity map. This therefore definees a one-parameter subgroup
of Diff(M).

Under the action of σε with infinitesimal ε, a point with coordinates xμ is mapped
to,

σμε (x) = xμ + εXμ . (Ͳ.Ͷͷ)

The vector X is termed the infinitesimal generator of the transformation σt.

Let X,Y be vectors the Lie derivative LYX of X along Y is defined as,

LXY = lim
ε→0

1
ε
[
(σ−ε)∗Y|σε(x) − Y|X

]
. (Ͳ.Ͷ͸)

This definition can be extended to arbitrary tensors see [ʹͶ].

Ͳ.Ͳ Fibre bundles

A fibre bundle (E , π ,M ,F ,G) is composed of:

ͳ͸
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ͱ. a manifold E called the total space;

Ͳ. a manifold M called the base space;

ͳ. a manifold F called the typical fibre;

ʹ. a surjection͵

π : E −→ M . (Ͳ.Ͷ͹)

The inverse image π−1(p) = Fp is called the fibre at p;

͵. a Lie group G called the structure group which acts on F on the left i.e.

λ : G× F −→ F

(h, f) 7→ λ(h, f) = λh(f) (Ͳ.ͷͰ)

with λh ◦ λh′ = λhh′ and λh−1 = (λh)−1.

Ͷ. an open covering UI , I ∈ I and diffeomorphisms

φI : UI × F −→ π−1(UI) , (Ͳ.ͷͱ)

such that π ◦ φI(p, f) = p, called a local trivialization.

ͷ. The map

φI,p : F −→ Fp (Ͳ.ͷͲ)

f 7→ φI,p = φi(p, f) ,

is a diffeomorphism.

͸. maps called transition functions exist,

hIJ = φ−1I,p ◦ φJ,p : UI ∩ UJ ̸= ∅ −→ G , (Ͳ.ͷͳ)

and we have
φJ(p, f) = φI(p, hIJ(p)f) . (Ͳ.ͷʹ)

͵That is every element p ∈ M has a corresponding element Fp in E such that π(Fp) = p .

ͳ͹
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Sometimes the shorthand notation

E Mπ

is used for the bundle just defined.

The fibre bundle defined in this way depends on the open covering and the co-
ordinates it is therefore a coordinated fibre bundle. Two coordinate bundles are
equivalent if the bundle on the union of the atlases of the two is again a bundle.
A fibre bundle is an equivalence class of coordinate bundles.

The tangent bundle TM is the bundle formed from the baseM and with fibre T1x(M)
at x ∈ M.

The transition functions hmust satisfy the following conditions,

hII(p) = IdUI p ∈ UI , (Ͳ.ͷ͵)
hIJ(p) = h−1JI (p) p ∈ UI ∩ UJ , (Ͳ.ͷͶ)

hIJ(p)hJK(p) = hIK(p) p ∈ UI ∩ UJ ∩ UK , (Ͳ.ͷͷ)

Where IdUI is the identity map. These are consistency conditions that ensure that
all local pieces of fibre bundle can be glued consistently.

A trivial bundle is one where there the transition function is independent of the
label I and therefore there is only one of them. In this case the bundle is diffeo-
morphic to the direct product E = M× F.

A local section of E is a map

sI : UI ⊂ M −→ P , (Ͳ.ͷ͸)

such that π ◦sI = IdUI . We call a global section (i.e. one that is defined everywhere
on M) a cross section.

Starting from M, {UI}, hIJ(p), F and G it is possible to reconstruct the bundle
(E , π ,M ,F ,G). This implies finding a unique π, E and φI, see [ʹͶ] for the pro-
cess.

A principal G-bundle is a fibre bundle where the typical fibre and structure group
coincide with G.

On a principal G-bundle P (we will denote such bundles by their total space or by
P(M,G)) a right action can be defined as a map

ρ : G× P −→ P , (Ͳ.ͷ͹)

ʹͰ
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such that ρh(u) = φI(π(u), hI(u)h) for u ∈ π−1(UI). With hI : P → G, hI(u) =
φ−1(u).

This right action is transitive in every fibre andfibre-preserving. In addition canon-
ical local sections and trivializations may be constructed.

Unlike the case of general fibre bundles, for a principal G-bundle it can be shown,
using transitivity of the right action that triviality is equivalent to the existence of
a global section.

A vector bundle E is a fibre bundle where the typical fibre is a vector space. Given
a principal G-bundle and a left representations τ of the group G on F, a vector
bundle exists called the associated fibre bundle denoted by E = P×τ F. It is given
by the set of equivalence classes,

[(p, f)] =
{(

ρh(p), τ(h
−1)f

)
: h ∈ G

}
(Ͳ.͸Ͱ)

for (p, f) ∈ P × F. The projection is given by πE([p, f]) = π(p) while the local
trivializations are ψI(x, f) = [(sI(x), f)].

Ͳ.ͳ Connections on principal fibre bundles

For a principal G-bundle P(M,G). Let u ∈ P and Gp be the fibre at p = π(u), the
vertical subspace Vu(p), is a subspace of the tangent space Tu(P) which is tangent
to Gp at u.

It may be constructed using the right action,

ρexp (tA)u = u exp tA , A ∈ g , (Ͳ.͸ͱ)

to define a curve passing through u in P. Here exp : (g) −→ G is the exponential
map.

Since π(u) = π(u exp tA) = p, this curve is in Gp and the vector,

A#f(u) =
d
dt
f(u exp tA)

∣∣∣∣
t=0

, f ∈ C∞(P) (Ͳ.͸Ͳ)

is tangent t P at u and therefore A# ∈ Vu(P).

The map,

# : g −→ Vu(p)
A 7→ A# (Ͳ.͸ͳ)

ʹͱ
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is a vector space isomorphism.

The horizontal subspace Hu(P) is the complement of Vu(P) in Tu(P).

For a principal bundle P(M,G),

P Mπ

a connection on P is a unique separation of the tangent space Tu(P) into the verti-
cal subspace Vu(P) and the horizontal subspace Hu(P), such that,

ͱ. Tu(P) = Vu(P)⊕ Hu(P);

Ͳ. a smooth vector field X on P is split X = XH + X V, into XH ∈ Hu(P) and
XV ∈ Vu(P), and both XH, and XV are smooth vector fields;

ͳ. the space Hug(P) = ρg∗Hu(P), for u ∈ P and g ∈ G .

This definition is equivalent to the introduction of a Lie algebra valued one form
(see Appendix A) ω ∈ g ⊗ T1(P) satisfying the conditions below, which is called
the connection one-form.

A connection one-form ω ∈ g ⊗ T 0
1 (P) is a projection of Tu(P) onto the vertical

component Vu(P) ≃ g with the following properties,

ͱ. ω(A#) = A , A ∈ g;

Ͳ. ρ∗gω = Adg−1ω;

ͳ. Hu(P) = {X ∈ Tu(P)|ω(X) = 0}.

For an open covering {UI}I∈I of M and sI a local section defined on each UI, the
Lie algebra valued one-form AI defined on UI by,

AI = s∗Iω ∈ g⊗ Λ1(UI) , (Ͳ.͸ʹ)

are called the connection potentials.

The AI obey the following identity,

π∗AI = π∗
[
AdhIJAJ − dhIJh−1IJ

]
(Ͳ.͸͵)

or pulling this expression back toM we get,

AI = AdhIJAJ − dhIJh−1IJ , (Ͳ.͸Ͷ)

ʹͲ
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which is the transformation under a change of section (or trivialization or gauge).

Given a principal G-bundle P(M,G), and a curve c : [0 , 1] −→ M, the curve c̄ :
[0 , 1] −→ P is the horizontal lift of c if:

ͱ. π ◦ c̄ = c;

Ͳ.
dc̄
dt

∈ Hc̄(P) , t ∈ [0 , 1] .

The horizontal lift can be proven to be unique.

For gc ∈ G the parallel transport equation is the following ordinary differential
equation,

ġc(t) = gc(t)Aa(c(t))ċa(t) , (Ͳ.͸ͷ)

where Aa is the connection potential. Given initial data c(0) a solution gc exists,
called the holonomy of A along c. It is given by,

hc(A) = P exp
(∫

c
A
)
, (Ͳ.͸͸)

where P is the path ordering operator it orders the smallest path parameter to the
left. The connection A is written in the form,

A ≡ Ai
aċaτi , (Ͳ.͸͹)

with τi a Lie algebra basis.

Let V be a vector space and α an vector valued n-form (i.e. α ∈ Λn(P) ⊗ V) the
covariant derivative ∇α is

∇α[X1 . . .Xn+1] = dαp[XH
1 . . .XH

n+1] , (Ͳ.͹Ͱ)

where XH is the horizontal component of X and d is the exterior derivative.

The covariant derivative of the connection one form ω is the curvature two-form,

Ω = ∇ω ∈ Λ2(P)⊗ g . (Ͳ.͹ͱ)

The curvature two form ω has the property,

ρ∗gΩ = Adg−1Ω = g−1Ωg , g ∈ G . (Ͳ.͹Ͳ)

The connection one-formω and the curvature two formΩ satisfy the Cartan struc-
ture equation,

Ω = dPω + ω ∧ ω , (Ͳ.͹ͳ)
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see Appendix A for the definition of ω ∧ ω and its relation to [ω,ω] .

The curvature and connection forms also satisfy the Bianchi identity,

∇Ω = 0 . (Ͳ.͹ʹ)

The local curvature formͶ FI of the curvature Ω is,

FI = s∗IΩ , (Ͳ.͹͵)

and Fmay be written in terms of the local connection as,

F = dA+ A ∧ A . (Ͳ.͹Ͷ)

Notions of connection and curvaturemay also be defined in the associated bundle
E = P ×ρ V mentioned above. Roughly, a connection A on a principal bundle P
completely determines the covariant derivative in the associated bundle E, mod-
ulo representations, refer to [ʹͶ].

In the rest of this chapter, we present some examples of physical theories relevant
to the quantization of gravity. We begin with electromagnetism (a U(1) gauge
theory) and continue to the Yang-Mills theory where we focus on the SU(2) sym-
metry group. We then go on to describe a first order formulation of GR that uses
the Cartan formalism. Finally we present a topological theory, the BFmodel, that
has relations with three-dimensional GR and with the full four-dimensional Ein-
stein theory as well as with Yang-Mills theory.

Ͳ.ʹ Electrodynamics

The Maxwell theory (the standard reference is [ʹ͹]) is the classical theory of the
electromagnetic field. In the four-dimensional Minkowski space M4, with coordi-
nates xa a = 0 , 1 , 2 , 3 , we define a (one form) potential A = Aadxa, this is a U(1)
gauge potential. The curvature is

F = dA , (Ͳ.͹ͷ)

this is also the field strength or the Faraday electromagnetic two form. The fol-
lowing Bianchi identity holds,

dF = ddA = 0 . (Ͳ.͹͸)
ͶWe will drop the index I in some formulas.

ʹʹ
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The action is given by,

S =

∫
M4

F ∧ ⋆F , (Ͳ.͹͹)

and its variation gives together with (Ͳ.͹͸) the field equations ,

d ⋆ F = 0 , dF = 0 . (Ͳ.ͱͰͰ)

It is noteworthy that F is not uniquely determined by A since for a 0-form χ we
can make the change,

A → A′ = A+ dχ , (Ͳ.ͱͰͱ)

that leaves the F unaltered, since F′ = d(A+ dχ) = dA.

Expanding the forms in components we have,

F =
1
2
Fabdxa ∧ dxb , (Ͳ.ͱͰͲ)

Fab = ∂aAb − ∂bAa . (Ͳ.ͱͰͳ)

The Bianchi identity becomes,

εabc∂aFbc = 0 , (Ͳ.ͱͰʹ)

and the action is now,

S =
1
4

∫
M4

FabFab , (Ͳ.ͱͰ͵)

variation of this action gives,
∂aFab = 0 . (Ͳ.ͱͰͶ)

We canwriteMaxwell’s equations in their usual (vector notation) form by splitting
Fab in its time and space components (using the (− + ++) signature for the flat
metric), we have for the electromagnetic potential,

Aa =
(
A0,Ai) = (φ,A) (Ͳ.ͱͰͷ)

where we are denoting the vector Ai in boldface. The electromagnetic tensor splits
in the following way,

F0i = Ei , (Ͳ.ͱͰ͸)

Fij =
1
2
εijkBk , (Ͳ.ͱͰ͹)

whereEi ≡ E is the electric field and, Bi ≡ B is themagnetic (induction) field.

ʹ͵
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With this splitting the field equations take the familiar form of the vacuum (i.e.
in the absence of charges and currents) Maxwell equations,

∇ · E = 0 (Ͳ.ͱͱͰ)

∇ × B− ∂E
∂t

= 0 (Ͳ.ͱͱͱ)

∇ × E+
∂B
∂t

= 0 (Ͳ.ͱͱͲ)

∇ · B = 0 . (Ͳ.ͱͱͳ)

Ͳ.͵ The Yang-Mills theory

The Yang-Mills theory (YM) is a generalization of the Maxwell theory for non-
abelian symmetry groups. It is a theory of paramount importance in particle
physics — the standard model of particle physics is a YM theory for the group
SU(3)× SU(2)×U(1), for a survey of the enormous impact this theory had in the
past decades refer to [͵Ͱ, ͵ͱ]

Let
π

P −→ M be a principal G-bundle, M be an n-dimensional manifold, G a sim-
ple compact Lie group. Let A be the local connection and FA = dA + A ∧ A the
curvature.

The Yang-Mills action is given by,

S = tr
∫
M
FA ∧ ∗FA (Ͳ.ͱͱʹ)

where the trace indicates the symmetric bilinear non-degenerate form on the Lie
algebra of G, denoted g, and ∗ the Hodge operator. We are interested here in the
case of Minkowski flat metric η for an application of general Lorentzianmetric see
[͵Ͳ]. The field equation is:

∗∇A ∗ FA = 0 . (Ͳ.ͱͱ͵)

this equation together with the Bianchi identity

∇AFA = 0 , (Ͳ.ͱͱͶ)

is a nonlinear version of Maxwell’s equations.

The connection transforms in the usual way under gauge transformations,

A → adg−1A+ g−1dg , (Ͳ.ͱͱͷ)

ʹͶ
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where g : M −→ G is the local form of a map in the gauge group see equation
(Ͳ.͸͵) and (Ͳ.͸Ͷ).

A class of important solutions is formed by the (anti)selfdual solutions. These are
the connections satisfying,ͷ

F±A = ± ∗ F±A . (Ͳ.ͱͱ͸)

These solutions are related to instantons, and are absolute minima of the Yang-
Mills (Euclidean action) see [͵ͳ] about this subject.

We further specialize to the case of a SU(2) theory on flat Minkowski space-time.
The relevant bundle is P(M4, SU(2)) and the (local) connections is,

A = Aa
μTadxμ , a = 1, 2, 3 , (Ͳ.ͱͱ͹)

where Ta = σa/(2i) are the generators of the Lie algebra su(2). Their commutator
is,

[Ta,Tb] = εabcTc , (Ͳ.ͱͲͰ)

where εabc is the totally antisymmetric object in three dimensions.

We have also,
Tr(TaTb) = 2δab . (Ͳ.ͱͲͱ)

The action may thus be written,

S = −1
4

∫
M4

d4xFa
μνFa

μν , (Ͳ.ͱͲͲ)

where we have expressed the curvature in components and,

Fa
μν = ∂μAa

ν − ∂νAa
μ − gεabc Ab

μAc
ν . (Ͳ.ͱͲͳ)

The field equations (which we call the Yang-Mills equations) and the Bianchi iden-
tity become respectively,

∇μFaμν = 0 , (Ͳ.ͱͲʹ)

and,
εσμνρ∇μFa

νρ = 0 (Ͳ.ͱͲ͵)

We use the following identifications,

Fa 0i = Ea i ≡ E , (Ͳ.ͱͲͶ)
1
2
εijkFa

ij = Ba k ≡ B , (Ͳ.ͱͲͷ)

ͷWhere the + sign is for the sefdual connection A+, and the − for the anti-seftdual one A−.
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note that the components of E and of B are 3× 3-matrices.

Taking the time and space components of (Ͳ.ͱͲʹ) and (Ͳ.ͱͲ͵) we find,

∇ · E = g (A · E− E · A) (Ͳ.ͱͲ͸)

∇ × B =
∂E
∂t

− g (A0E− EA0) + g (A× E− E× A) (Ͳ.ͱͲ͹)

∇ × E+
∂B
∂t

= g (A0B− BA0) + g (A× B− B× A) (Ͳ.ͱͳͰ)

∇ · B = g (A · B− B · A) . (Ͳ.ͱͳͱ)

These are analogous to Maxwell’s equations (see [͵ʹ, ͵͵]) but the non-linear char-
acter of the Yang-Mills theory introduces quantities that behave like sources of
the fields even in the vacuum.

Ͳ.Ͷ First order formalism for General Relativity

In Section ͱ.ʹ we considered the Palatini formalism defined in terms of two inde-
pendent quantities the metric g, and the affine connection Γ. The action func-
tional is to be varied with respect to both these fields.

We now consider this same variational method but defined in terms of two other
quantities the coframe e amd the connection ω, which we will relate to g and Γ.In
terms of these variables, the gravitational field is represented by e. The reasons
for this are to be found in the fact that in the standard model of particle physics
the coupling to fermions is done using this field [ͱͲ] and also the fact that the
variables are better suited to describe gravity as a gauge theory (see [͵Ͷ] about
this).

Let space-time be a 4-dimensional smooth manifold M. The co-frame field e is a
map of vector bundles (see [͵ͷ, ͵͸])

TM T

M

e

P π

where T , an internal bundle isomorphic to the tangent bundle TM. If T is trivi-
alizable and e : TM −→ T = M × R1,3 is a choice of trivialization then on each
tangent space ex : Tx(M) −→ R1,3 is a co-frame. The bundle T is equipped with a
fixed metric η and we can pull this back to TM using e,

g(u, v) = η(eu, ev) , (Ͳ.ͱͳͲ)
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Chapter Ͷ. Mathematical toolbox for gauge theories

for u , v vector in Tx(M). In this way, we have a relation between e and g.

Using the non-coordinate basis (Ͳ.ͱͱ) and (Ͳ.ͱ͵) we have that (Ͳ.ͱͳͲ) becomes in
indices,

gμν = eaμebνηab . (Ͳ.ͱͳͳ)

If we have a connection ω defined in T we can pull it back to TM using e if it is an
isomorphism. For a local section s of T the covariant derivative is,

∇ω
μ sa = ∂μsa + ωa

bμsb , (Ͳ.ͱͳʹ)

where ∇ω
μ = ∇ω

∂μ
the derivative in the direction of the basis vector.

In TM we can differentiate a section in the usual way,

∇Γ
μsν = ∂μsν + Γν

μβsβ , (Ͳ.ͱͳ͵)

using the connection Γ.

If we use e to pull back the vector u in TM, differentiate it using∇ω and use e−1 to
turn the result back into TM we have,

∇Γ
vu = e−1 (∇ω

v (eu)) (Ͳ.ͱͳͶ)

For ∇ω
μ = ∇ω

∂μ

∇Γ
μu = eaν

(
∇ω

μ (eανuα)
)

(Ͳ.ͱͳͷ)

whence
∂μeaν − Γσ

μνeaσ + ωa
bμebν = 0 . (Ͳ.ͱͳ͸)

This condition has generated a lot of misunderstandings, refer to [͵͹] for the clar-
ification of some of these.

In these variables the action fror GR can be written (see [ͱͲ, ͵Ͷ, ͶͰ]) in the follow-
ing way

SEC =
1
4k

∫
M
εabcd

(
ea ∧ eb ∧ Rcd − Λ

6
ea ∧ eb ∧ ec ∧ ed

)
, (Ͳ.ͱͳ͹)

Where the curvature R and torsion T are given by eqs. (Ͳ.͵ͷ) and (Ͳ.͵͸) respec-
tively, and Λ is the cosmological constant. We call this action the Einstein-Cartan
action although it is just the Palatini action (ͱ.ͳ͹) written in terms of ω and e and
in the case where the tetrads are invertible i.e. det(eaμ) ̸= 0 (for the equivalence
of the two formulations see Appendix C).

This action is invariant for diffeomorphisms and for (local) Lorentz transforma-
tions (refer to [Ͷͱ]).
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Ͷ.ͻ. The BF theory

Variation with respect to ω and e yields respectively,

εabcd∇
(
ea ∧ eb

)
= 0 (Ͳ.ͱʹͰ)

εabcdea ∧ Rbc − Λ
3
εabcdea ∧ eb ∧ ec = 0 (Ͳ.ͱʹͱ)

from the first equation above, if the tetrads are invertible i.e. det(eaμ) ̸= 0, we
recover the no torsion condition Ta = ∇ea = 0, which constrains the connection
to be the Levi-Civita connection. The second is equivalent to Einstein’s equation
with cosmological term

Rμν −
1
2
gμνR+ Λgμν = 0 . (Ͳ.ͱʹͲ)

To couple GR to fermions we add the matter action͸,

SD = iκ1
∫

εabcd ea ∧ eb ∧ ec ∧ ψ̄
(
γd
↔
d +{ω, γd}+ im

2
ed
)
ψ , (Ͳ.ͱʹͳ)

where ω = ωab[γa, γb]/8 and κ1 = 8πl2p/3.

In this case, variation of SEC + SD with respect to e gives,

Ta ≡ ∇ea = −κ2sa , (Ͳ.ͱʹʹ)

where the spin Ͳ-form is,

sa = iεabcd eb ∧ ec ψ̄γ5γ
dψ , (Ͳ.ͱʹ͵)

and κ2 = −3κ1/4.

Ͳ.ͷ The BF theory

A theory that does not have local degrees of freedom is called a topological theory,
see [ͶͲ] for an axiomatization. Topological theories are in a sense the simplest
kind of gauge theories. These theories do not depend on any background geom-
etry, the metric does not feature in the action or the field equations. They are
therefore a realization of background independent theories. Since these theories

͸Note the importance of tetrads in this regard. We are not aware of any other way of coupling
fermionic matter to gravity.
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do not have local degrees of freedom all interesting observables are global (see
[Ͷͳ] for the construction of observables in the case of the BF theory).

The BF theory is a topological theory, it can be defined in any dimension and for a
general (under some restrictions) Lie group. This theory is related to other areas
of Physics like electromagnetism [Ͷʹ], condensed matter [Ͷ͵] and hydrodynamics
[ͶͶ]. We are however, interested in BF theory for its relation to gravity (refer to
[Ͷͷ] for a review). Since the theory has a lot of symmetry to extract metric degrees
of freedom from the fields a constraint has to be added, this is the Plebanski ap-
proach [Ͷ͸] or a symmetry breaking term is added to the theory, this is the case
of the MacDowell and Mansouri action [Ͷ͹].

Take a Lie group G whose Lie algebra g that has an invariant nondegenerate bi-
linear form (the Cartan-killing form ⟨x, y⟩ = tr(xy)), M an n-dimensional smooth
manifold and a principle G-bundle P over M.

A connection A is defined on P, and we also need an ad(p)-valued ( ad(p) is the
vector bundle associated to P via the adjoint action of G in its Lie algebra) (n− 2)-
form B.

Given a local trivialization of P we may regard A as a g-valued one-form on M, its
curvature F as a g-valued two-form and B as a g-valued (n− 2)-form.

The BF action is
S =

∫
M
trB ∧ F , (Ͳ.ͱʹͶ)

where F = dA+A∧A Variation of the action with respect ot the connection A and
B gives the field equations,

∇AB = 0
F = 0 . (Ͳ.ͱʹͷ)

Where∇A is the exterior covariant derivative.

The equations must be completed with the Bianchi identity,

∇AF = 0 . (Ͳ.ͱʹ͸)

The second equation of (Ͳ.ͱʹͷ) says that the connection A is flat. All flat con-
nections are the same modulo gauge transformations. The infinitesimal gauge
transformations are,

A 7→ A+∇Aα , B 7→ [B, α] (Ͳ.ͱʹ͹)

where α : M −→ g.

The first of the field equations (Ͳ.ͱʹͷ) has another symmetry,

A 7→ A , B 7→ B+∇Aη , (Ͳ.ͱ͵Ͱ)
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where η is some ad(P)-valued (n− 3)-form.

The relation with three-dimensional gravity is evident if we take n = 3, G =
SO(2, 1) and choose minus the trace for the invariant form mentioned above. A
Lorentzian metric on M can be defined by͹,

g(u, v) = ⟨Bu ,Bv⟩ , u , v ∈ Tp(M) , (Ͳ.ͱ͵ͱ)

provided that B : T(M) −→ ad(P) is one-to-one. The map B can also be used to
pull back the connection A so that we have a metric preserving connection Γ is
obtained on the tangent bundle T(M). In this case the equation ∇AB = 0 turns
into the no torsion condition for the metric B which is effectively the Levi-Civita
connection on M. The equation F = 0 enforces the flatness of Γ and therefore
of g. We therefore have a (vacuum) theory of flat metric in ͳ dimensions. Since
in (2+ 1)-dimensions GR is also a theory of flat metrics, and since modulo gauge
transformations all flat metrics are equal, the BF theory is just an alternate formu-
lation of Lorentzian General Relativity.

This is true, as stated above, if the map B is one-to-one if it is not, the metric
becomes degenerate and theBF theory with gauge group SO(2, 1)may be regarded
as an extension of the Einstein theory to the case of degenerate metrics.

In the four dimensional case, GR can be recovered by constraining the form B to
be,

B = ⋆ (e ∧ e) , (Ͳ.ͱ͵Ͳ)

where e ≡ eaμ is the co-tetrad and ⋆ is the Hodge dual with respect to the internal
metric ηab. This is called the simplicity constraint.ͱͰ

The Plebanski action enforces the simplicity constraint, it reads

SPl =
∫
M
Bab ∧ Fab + φabcdB

ab ∧ Bcd , (Ͳ.ͱ͵ͳ)

where the Lagrange multiplier φ is by definition symmetric under the exchange of
the first and second pair of indices, and antisymmetric within each pair.

The BF theory can allso be deformed in such a way that we recover Yang-Mills
theory. The action is,

S =

∫
M
B ∧ FA + qB ∧ ∗B , (Ͳ.ͱ͵ʹ)

where q is a coupling constant.
͹We use the notation Bu = B[u], since u is a vector and B is a form.
ͱͰA simple form is one that may be written as the exterior product of form of degree one, hence

the name.
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Variation of the action with respect to the forms B and A gives

FA + q ∗ B = 0 (Ͳ.ͱ͵͵)
∇AB = 0 , (Ͳ.ͱ͵Ͷ)

taking q−1∗∇A∗ of the first equationͱͱ and using the secondwe find g−1∗∇A∗FA = 0
the Yang-Mills field equation (Ͳ.ͱͱ͵).

ͱͱNote that, with a Lorentzian metric ∗∗ = −1 when acting on 2-forms.
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3
The Dirac Procedure

In this chapter, after a brief review of Lagrangian and Hamiltonian mechanics,
we present the Dirac-Bergman iterative algorithm for the calculation of all the
constraints, and the Dirac classification of constraints. This method is considered
as a first step for the canonical quantization of gauge theories. This subject is
presented in many textbooks, we cite those we used in this Chapter [͵͵, ͷͰ, ͷͱ,
ͷͲ, ͷͳ]. We also apply this method to some of the examples of Chapter Ͳ. In
the case of topological theories, this procedure will enable us both to confirm the
topological character of the theory (it will have zero local degrees of freedom) and
to find the complete set of the constraints as well as their characterization.

Gauge theories, are those in which a physical system is described bymore variables
than the independent degrees of freedom of the system. The relevant degrees
of freedom are those invariant under transformations connecting the variables.
These are called gauge transformations. In other words, gauge transformations
change the variables but leave the physical degrees of freedom unaltered.

As a consequence, gauge theories have the property that the general solution of
the equations of motion contains arbitrary functions of time. Since we have ‘too
many variables’, we will need to find relations among these variables. These rela-
tions are called constraints. Furthermore we have that a gauge system is always a
constrained system, the converse is not always true: not all constraints arise from
a gauge invariance. (Refer to [ͷͱ] for details).

We start by reviewing the Lagrangian and Hamiltonian formulation of classical
mechanics.

͵͵



ͷ.͵. Review of Lagrangian and Hamiltonian mechanics

ͳ.ͱ Review of Lagrangian and Hamiltonian mechanics

Let us assume that a system has a finite number N of degrees of freedom. The
equations of motion are obtained by varying the action functional:

S =

∫ t2

t1
L(q, q̇)dt , (ͳ.ͱ)

with respect to the generalized coordinates qn n = 1 , . . . ,N. In this equation
L(qn, q̇n) is called the Lagrangian function. That is, the equations of motion are
those that make the above action equation (ͳ.ͱ) stationary under variations of the
form δqn that vanish at the end points t1 and t2.

This variation gives the Euler-Lagrange equations:

δS
δqn

≡ ∂L
∂qn

− d
dt

(
∂L
∂q̇n

)
= 0 , with n = 1 . . .N (ͳ.Ͳ)

here δL
δqn is a functional derivative, that is,

δS =

∫ t2

t1

δL(q, q̇)
δqn

δqndt , (ͳ.ͳ)

for n = 1 . . .N. We are assuming the usual summation convention, whenever an
index is repeated up and down a summation is implied.

The Euler-Lagrange equations (ͳ.Ͳ) can be written in the form,

∂2L
∂q̇i∂q̇j

q̈j =
∂L
∂qi

− ∂2L
∂q̇i∂qj

q̇j , i , j = 1 . . .N (ͳ.ʹ)

or in matrix notation,
Mijq̈j = Ki , (ͳ.͵)

with,

Mij =
∂2L

∂q̇i∂q̇j
(ͳ.Ͷ)

Ki =
∂L
∂qi

− ∂2L
∂q̇i∂qj

q̇j . (ͳ.ͷ)

Thus we see that if the matrix M (the Hessian of L) is invertible that is,

det (Mij) = det
(

∂2L
∂q̇i∂q̇j

)
̸= 0 , (ͳ.͸)
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we can write,
q̈i = (M−1)ijKj = Fi(q, q̇) , (ͳ.͹)

which means that, under the conditions of the existence and uniqueness theo-
rems for the solutions of systems of differential equations, and given appropriate
boundary (initial) conditions the equations are solvable with respect to the high-
est derivative, the accelerations q̈ (refer to [ͷͲ, ͷͳ]).

A theory is called singular if

det (Mij) = det
(

∂2L
∂q̇i∂q̇j

)
= 0 , (ͳ.ͱͰ)

and non-singular if the condition (ͳ.͸) holds.

The canonical momenta are given by,

pn =
∂L
∂q̇n

, n = 1 . . .N . (ͳ.ͱͱ)

We see that the Hessian matrix mentioned above is equal to ∂pi
∂q̇j so the above re-

quirement (ͳ.͸) means that the pi are invertible as functions of the ‘velocities’
q̇i.

We call configuration space, the N-dimensional space whose coordinates are the N
generalized coordinates q̇n. The 2N dimensional space whose coordinates are the
q̇n and pn given by (ͳ.ͱͱ) is called phase space.

The Hamiltonian, for a non-singular theory is given by the Legendre transform of
the Lagrangian with respect to the generalized velocities q̇n that is:

H(qn, pn) =
N∑

n=0

pnq̇n − L(qn, q̇n) . (ͳ.ͱͲ)

Note that Hc is a function of qn , pn, so that is the reason we need the velocities
expressed as functions of the coordinates and momenta.

The equations of motion in the Hamiltonian formalism are:

q̇n =
∂H
∂pn

ṗn = − ∂H
∂qn

, (ͳ.ͱͳ)
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for n = 1 , . . . ,N.

The Poisson bracket is defined in the following way,

{f, g} ≡
N∑
i=1

(
∂f
∂qi

∂g
∂pi

− ∂f
∂pi

∂g
∂qi

)
, (ͳ.ͱʹ)

here f = f(pn, qn, t) and g = g(pn, qn, t).

The Poisson bracket is antisymmetric, linear (in each variable), obeys the product
law, and the Jacobi identity. And the time evolution of a phase-space function is
given by

df
dt

= {f,H}+ ∂f
∂t

. (ͳ.ͱ͵)

The equations of motion are therefore,

q̇n = {qn,H}

ṗn = {pn,H}
, (ͳ.ͱͶ)

In the continuum case we have fields that have an infinite number of degrees of
freedom. The action for a field φA (where the index A denotes the set of indices of
the field) without higher order time derivatives is

S =

∫
Ldt , (ͳ.ͱͷ)

where the Lagrangian L is given by,

L =

∫
L(φ, ∂μφ)d3x , (ͳ.ͱ͸)

where L(φ, ∂μφ) is the Lagrangian density.

We may then write,

S =

∫
L(φ, ∂μφ)d4x . (ͳ.ͱ͹)

Variation with respect to φA gives

δS
δφA

≡ δtL
δφA

− d
dt

(
δtL
δφ̇A

)
(ͳ.ͲͰ)

͵͸



Chapter ͷ. The Dirac Procedure

where δtL
δφA and

δtL
δφ̇A

are variational derivatives with fixed time (see [ͷͲ]).

We may also write for a theory with no explicit time dependence,

δS
δφA

≡ ∂L
∂φA

− ∂μ

(
∂L

∂(∂μφA)

)
. (ͳ.Ͳͱ)

The criterion for the non-singularity of a theory is the invertibility of the Hessian,

MAB(x, x′) ≡
δ2t L

δφ̇A(x)δφ̇B(x′)
, (ͳ.ͲͲ)

and takes the form,

MAB(x, x′) =
∂2L

∂φ̇A(x)∂φ̇B(x′)
δ(3)(x− x′) . (ͳ.Ͳͳ)

The momenta conjugate to the ‘variables’ φA are in this caseͱ:

πA =
δL
δφ̇A

, (ͳ.Ͳʹ)

with our assumptions we have,

πA =
∂L
∂φ̇A

, (ͳ.Ͳ͵)

The Hamiltonian is,

H =
∑
A

∫
πA(x)φ̇A(x)d3x− L . (ͳ.ͲͶ)

The Poisson bracket in this case is defined by,

{f(x), g(x′)} ≡
∑
A

∫
d3y
(

δf(x)
δφA(y)

δg(x′)
δπA(y)

− δf(x)
δπA(y)

δg(x′)
δφA(y)

)
. (ͳ.Ͳͷ)

And Hamilton’s equations become,

φ̇A =
{
φA,H

}
π̇A = {πA,H}

, (ͳ.Ͳ͸)

In the next sections we describe the Dirac procedure using the case for a finite
number of degrees of freedom for simplicity.

ͱWe drop the index t in the derivative.
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ͳ.Ͳ Primary and Secondary constraints

If we are unable to obtain the velocities as functions of the momenta and coordi-
nates, that is if we have (ͳ.ͱͰ) the theory is singular. We then have that the set of
momenta (ͳ.ͱͱ) are not all independent and there are some relations,

φm(q
n, pn) = 0 , m = 1, . . . M . (ͳ.Ͳ͹)

These relations are called primary constraints (PC).

We assume that rank
(

∂2L
∂q̇i∂q̇j

)
= N−M′ is constant and so the Primary Constraints

define a submanifold embedded in the phase space called primary constraint sur-
face. The dimension of this submanifold is 2N−M′ because there areM′ indepen-
dent PCs. There exists the possibility that the constraints may be dependent in
which case M > M′. We then have, M constraints, M′ of which are independent
and M−M′ dependent of the others.

The 2N − M′-dimensional constraint surface φm = 0 should be coverable with
open regions on each of which the constraint surface can be split into independent
constraints φm′ = 0 m′ = 1, . . . ,M′ such that the Jacobian matrix ∂(φm′ )

∂(qn,pn) has rank
M′ on the constraint surface, and M − M′ dependent constraints φm′′ = 0 m′′ =
M′ + 1, . . . ,M that hold as consequences of the others.

There are other ways to state the condition on the Jacobian:

ͱ. The functions φ1 . . . φm′ can be taken as the firstM′ coordinates of a regular
coordinate system in an open set in the constraint surface;

Ͳ. the gradients dφ1 . . . dφM′ are linearly independent at every point of the con-
straint surface;

ͳ. the variations δφm′ are of order ε for variations δqi and δpi of order ε.

The following results may be proved:

• Theorem: If a smooth Phase space function G vanishes on the constraint
surface φm = 0 then

G = gmφm = 0 , (ͳ.ͳͰ)

for some phase-space functions gm.
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• Theorem: If λnδqn + μnδpn = 0, for arbitrary variations δqn , δpn tangential
to the constraint surface then

λn = um
∂φm
∂qn

(ͳ.ͳͱ)

μn = um
∂φm
∂pn

. (ͳ.ͳͲ)

where um are some functions.

We refer the reader to [ͷͱ] for the proofs.

ͳ.ͳ Canonical Hamiltonian

The canonical Hamiltonian is defined as:

Hc = pnq̇n − L , n = 1 , . . . N . (ͳ.ͳͳ)

We have that Hc is well defined on the primary constraint surface, it can be ar-
bitrarily extended off this surface and, the formalism remains unchanged by the
replacement:

H → H+ cm(q, p)φm . (ͳ.ͳʹ)

and the cm will be determined below.

The Legendre transform from (q, q̇)-space to the surface φm(q, p) = 0 of the (q, p, u)-
space is given by

qn = qn

pn =
∂L
∂q̇n

(q, q̇) (ͳ.ͳ͵)

um = um(q, q̇) ,

note these are now spacees of the same dimensionality 2N.

The inverse transform is:

qn = qn

q̇n =
∂H
∂pn

+ um
∂φm
∂pn

(ͳ.ͳͶ)

um = um(q, q̇)
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we recover invertibility of the Legendre transform (when det( ∂2L
∂q̇i∂q̇j ) = 0) at the

cost of the introduction of extra parameters.

We can write Hamilton’s equations for constrained systems as:

q̇n =
∂H
∂pn

+ um
∂φm
∂pn

ṗ = − ∂H
∂qn

− um
∂φm
∂qn

(ͳ.ͳͷ)

um = um(q, q̇) ,

they can also be written in the form,

Ḟ = {F,H}+ um {F, φm} (ͳ.ͳ͸)

where F(p, q) is a function in phase space, and m = 1 , . . . ,M.

The Total Hamiltonian is defined as,

HT = Hc + umφm(q
n, pn) , (ͳ.ͳ͹)

where the summation convention is used.

The equations (ͳ.ͳ͸) may be written using (ͳ.ͳ͹) as,

Ḟ = {F,HT} . (ͳ.ʹͰ)

ͳ.ʹ Secondary Constraints

A basic requirement, is that the time evolution of the PC must vanish, these are
the consistency conditions

φ̇m = {φm,Hc}+ um′ {φm, φm′} = {φm,HT} = 0 . (ͳ.ʹͱ)

Equation (ͳ.ʹͱ) may:

ͱ. be identically satisfied, in which case the process stops;

Ͳ. give rise to new constraints, called Secondary Constraints(SC);

ͳ. determine some of the u’s.
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If any SC’s χ(qn, pn) = 0 arise, new consistency condition similar to (ͳ.ʹͱ) must be
imposed that is,

χ̇ = {χ,Hc}+ um′ {χ, φm′} = {χ,HT} ≈ 0 . (ͳ.ʹͲ)

This process will continue until no new SC’s arise. We are then left with M + K
constraints:

φj(q
n, pn) = 0 , j = (1 . . .M,M+ 1 . . .M+ K = J) (ͳ.ʹͳ)

where M is the number of primary constraints, and K is the number of secondary
constraints. This is a complete set of constraints. The process is depicted schemat-
ically in figure (ͳ.ͱ).

ͳ.͵ Weak and Strong equalities

Two functionsF andG that coincide on the submanifold defined by the constraints
φj , j = (1 . . .M,M+ 1 . . .M+ K) are said to be weakly equal an denoted F ≈
G.

In particular the constraint equations (ͳ.ʹͳ) are written,

φj(q
n, pn) ≈ 0 , j = (1 . . .M,M+ 1 . . .M+ K) . (ͳ.ʹʹ)

Using (ͳ.ͳͰ) with φm replaced by φj we have,

F ≈ G ⇐⇒ F− G = Cj(p, q)φj . (ͳ.ʹ͵)

If a quantity vanishes in all of phase space we say that it is strongly equal to zero
and use = in this case. We will also refer weak equality ≈ and on-shell and strong
equality = as off-shell.

ͳ.Ͷ Determination of the Lagrange Multipliers

The consistency conditions for this set (ͳ.ʹͳ) now results only in equations deter-
mining the u’s. That is, {

φj,Hc
}
+ um′ {φj, φm′

}
≈ 0 , (ͳ.ʹͶ)
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with the summation index m = 1 , . . . ,M and, j = 1 , . . . , J. The equations (ͳ.ʹͶ)
form a system of J linear equations on theM unknowns um. Accordingly, the most
general solution is given by,

um = Um + Vm , (ͳ.ʹͷ)

where, Um is a particular solution of the full equation and, Vm is the general solu-
tion of the homogeneous equation i.e.

Vm {φj, φm} ≈ 0 , j = 1 , . . . , J , (ͳ.ʹ͸)

and, the most general solution to this homogeneous system is a linear combina-
tion of independent solutions namely, Vm

a with a = 1, . . . ,A.

Putting this together, most general solution of (ͳ.ʹͶ) can then be written:

um = Um + vaVm
a , (ͳ.ʹ͹)

the va ≡ va(t) are arbitrary functions of time. The total Hamiltonian can now be
written,

HT = Hc + umφm (ͳ.͵Ͱ)
= Hc + (Um + vaVm

a ) φm
= (Hc + Umφm) + vaVm

a φm
= H′ + vaφa . (ͳ.͵ͱ)

Where we have defined,

φa = Vm
a φm , (ͳ.͵Ͳ)

H′ = Hc + Umφm . (ͳ.͵ͳ)

The index m is summed in the range 1 , . . . ,M, and a = 1, . . . ,A.

Here we have a dependence of the Hamiltonian on arbitrary functions of time
va, and we therefore conclude that initial conditions alone are not sufficient to
determine state of the system (that is, the values of dynamical variables) for all
time.
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S =
∫
Ldt

det
(

∂2L
∂q̇i∂q̇j

)Non-
Singular
theory ̸= 0

Singular
theory

= 0

some of pi = ∂L
∂q̇i

not invertible

Primary
Constraints

φm

Build total
Hamiltoninan
HT = Hc + umφm

φ̇m = 0

0 = 0Secondary
Constraints

New consistency
conditions.

Determins
some um

Process continues until no

new constraints appear.

Figure 3.1: Schematic depiction of the Dirac procedure steps needed to obtain all the constraints
in a singular theory. For detail and the meaning of the symbols see the main text.
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ͳ.ͷ First and Second Class constraints

The distinction between primary and secondary constraints is not fundamental in
the construction of the Hamiltonian formalism.

A more useful classification of constraints (and phase space functions in general)
distinguishes between first and second class constraints.

A function F(qn, pn) is First Class (FC) if it has a weakly vanishing Poisson Bracket
with every constraint: {

F(qn, pn), φj
}
≈ 0 j = 1, . . . , J. (ͳ.͵ʹ)

A function that is not FC (that is, a function that has at least one constraint such
that its Poisson bracket does not vanish weakly) is called Second Class (SC).

We note that the FC property is preserved by the Poisson bracket, this means the
Poisson bracket of two FC functions if FC.

The quantitiesH′ and φa in (ͳ.͵ͱ) are FC as a result of eqs. (ͳ.ʹͶ) and (ͳ.ʹ͸) In this
way the total Hamiltonian can be (non uniquely) split into an FC Hamiltonian
H′ and an FC (complete) set of Primary Constraints φa multiplied by arbitrary
functions.

As stated earlier, the presence of arbitrary functions of time means the canoni-
cal variables and their momenta cannot be uniquely determined from their initial
values. These variables (q’s and p’s) therefore, do not have a direct physical signif-
icance.

Consider a dynamical variable F(t) at time t0 and its change after δt. The initial
value F(t0) is determined by the canonical variables (qn(t0) , pn(t0)) at time t0. The
value at time δt can be calculated by,

F(δt) = F(t0) + δtḞ
= F(t0) + δt{F , HT } (ͳ.͵͵)
= F(t0) + δt ({F , H′ }+ va{F , φa }) ,

where in the second line (ͳ.ʹͰ) was used.

The functions va are arbitrary, which means that if we choose different values for
the va we will find different F(δt). We find that the difference in the values of

ͶͶ
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a dynamical variable F between t and t + δt and for two different choices of the
arbitrary functions that is, va and ṽa is,

δF = δva{F , φa } (ͳ.͵Ͷ)

note that φa with a = 1, . . . ,A was defined in (ͳ.͵Ͳ), and δva = (va − ṽa)δt.

The transformations δF does not correspond to a change in physical state. These
transformations are called gauge transformations precisely because, although they
change the canonical variables they leave the physical state unaltered. The φa
(primary first class constraints) generate these transformations.

If the equations φj = 0 , j = 1 , . . . , J are not independent the constraints are
called reducible. When all the constraints are independent they are called irre-
ducible.

The gauge transformations (ͳ.͵Ͷ) are independent if and only if the constraints
are irreducible. When the constraints are reducible some of the gauge transfor-
mations will lead to δF = 0. (See [ͷͱ]).

It can be shown that:

ͱ. the quantity {φa, φb} where φa,b are any FC primary constraints, generates a
transformation thet does not change the physical state, a gauge transforma-
tion.

Ͳ. {φa,H′} where φa is FC primary constraints also generates a gauge transfor-
mation.

These results show that we can expect that at least some secondary first class con-
straints will act as gauge generators.

Dirac conjectured that all first class constraint in a theory generate gauge trans-
formations. This is called the Dirac conjecture.

To include all the gage freedom the Hamiltonian is,

HE = H′ + uaγa , (ͳ.͵ͷ)

where γa incorporates all (both primary and secondary) FC constraints. This is
called the extended Hamiltonian.
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ͳ.͸ Second Class constraints and Dirac Bracket

If a theory has Second Class (SC) constraints, they indicate that some of the de-
grees of freedom in the theory can be neglected. The presence of SC is known
by the fact that the matrix Cjj′ = { φj , φ′j } , j j′ = 1 . . . , J, does not vanish on the
constraint surface.

After finding all the FC constraints which we will call γa , a = 1 , . . . N1, the remain-
ing χα α = 1, . . . ,N2 are SC, and the matrix Cαβ =

{
χα, χβ

}
is invertible (refer to

[ͷͰ, ͷͱ]). We then define the Dirac bracket as

{f, g}D = {f, g} − {f, χα}Cαβ {χβ, g} . (ͳ.͵͸)

where Cαβ is the inverse of Cαβ that is, CαβCβγ = δαγ .

By construction the Dirac Bracket of any second class constraint χα with any vari-
able vanishes,

{χα,F}D = 0 . (ͳ.͵͹)

We have the following situation: the Poisson bracket served to distinguish be-
tween FC and SC constraints and once the Dirac bracket is introduced the PB may
be abandoned. The SC constraints become strong equalities and all the equations
of the theory may be formulated in terms of Dirac brackets. In principle, we may
always use the SC constraints to eliminate some of the degrees of freedom of the
theory, but in practice this may be extremely difficult.

So to sum up, FC constraint generate gauge transformations whereas the SC may
be treated as strong equalities after one introduces Dirac brackets.

ͳ.͹ Gauge fixing and counting of degrees of freedom

Since the presence of first class constraint implies the existence of gauge transfor-
mations and that the the canonical variables are not in on-to-one correspondence
with the physical states. Sometimes conditions are introduced to restore this cor-
respondence. These are called gauge (fixing) conditions.

A gauge condition,
Cb(p, q) ≈ 0 , (ͳ.ͶͰ)

must satisfy two conditions:
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ͱ. Accessibility: given any set of canonical variables (pn, qn) there must exist a
gauge transformation that maps the given set of variables onto a set satisfy-
ing (ͳ.ͶͰ).

Ͳ. The gauge conditions (ͳ.ͶͰ) must fix the gauge completely. This implies
that no gauge transformations except the identify will preserve the above
gauge conditions. Or stated differently the equations,

δua{Cb , γa } ≈ 0 , (ͳ.Ͷͱ)

must only be solved by δua = 0, where γa are the first class constraints.

In particular this means that we must have,

det{Cb , γa } ̸= 0 . (ͳ.ͶͲ)

These two conditions together imply that in order to completely fix the gauge, the
number of independent gauge conditions must be equal to the number of inde-
pendent first class constraints. We also see from (ͳ.ͶͲ) that the gauge conditions
together with the FC constraints form a second class set Cb, γa.

After the gauge fixing only second class constraints remain, we will have no arbi-
trary function in the Hamiltonian, and a set of canonical variables that satisfies
the constraint equations determines one and only one pysical state.

The following counting of independent degrees of freedom therefore holds. Given
N initial independent variables, the dimension of the phase space is 2N. From
this one subtracts the total number F of first class constraints, the total number
S of second class constraints, and the total number F of gauge fixing conditions,
which we know to be equal to the number of first class constraints. The result is
the dimension of the physical phase space, 2n, where n is the number of physical
degrees of freedom.

Thus we have the general formula,

n = N− F− S
2
. (ͳ.Ͷͳ)

In the continuum case, the phase space is infinite dimensional, the previous for-
mula holds only locally. That is per point.
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ͳ.ͱͰ Generators of gauge transformations

Consider a system determined by the total Hamiltonian (ͳ.ͳ͹) and a complete set
of constraints φj ≈ 0 , j = 1 , . . . , J.

Suppse we have a trajectory in phase space (qi(t), pi(t))which starts from the point
(qi(0), pi(0)) on the constraint surface.

The equations of motion for some choice of va take the form,

q̇i =
∂H′

∂pi
+ va

∂φa
∂pi

−ṗi =
∂H′

∂qi
+ va

∂φa
∂qi

(ͳ.Ͷʹ)

φa(q
i, pi) = 0 .

in this and the following equations the index a is summed in the range 1 , . . . ,A.

Take a variation of this trajectory of the form (qi(t) + δ0qi(t), pi(t)) + δ0pi(t) that
starts form the same point and satisfies the equations of motion with new func-
tions va(t)+ δ0va(t). Expanding equations (ͳ.Ͷʹ) for small variations of the canon-
ical variables and arbitrary function we have,

δ0q̇i =

(
δ0qj

∂

∂qj
+ δ0pj

∂

∂pj

)
∂HT

∂pi
+ δ0va

∂φa
∂pi

(ͳ.Ͷ͵)

−δ0ṗi =

(
δ0qj

∂

∂qj
+ δ0pj

∂

∂pj

)
∂HT

∂qi
+ δ0va

∂φa
∂qi

(ͳ.ͶͶ)(
δ0qj

∂

∂qj
+ δ0pj

∂

∂pj

)
φa(q

i, pi) = 0 , (ͳ.Ͷͷ)

these are the conditions that the varied trajectories must satisfy to be dynami-
cal.

The generators of the gauge transformations are functions of the form,

G =
k∑

n=0

ε(n)Gn , (ͳ.Ͷ͸)

where ε(n) is the nth-time derivative of ε.
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And the variations in the canonical variables are given (refer to [ͷʹ] for details)
by,

δ0qi =
k∑

n=0

ε(n){ qi , Gn } , (ͳ.Ͷ͹)

δ0pi =
k∑

n=0

ε(n){ pi , Gn } . (ͳ.ͷͰ)

With the Gn determined recursively by the following conditions,

Gk = primary
Gk−1 + {Gk , H } = primary

... (ͳ.ͷͱ)
G0 + {G1 , H } = primary

{G0 , H } = primary

We have therefore the following situation, all Gn are FC, Gn−1 calculated from Gn
using (ͳ.ͷͱ). In practice we start with every primary FC and use (ͳ.ͷͱ) until G0
is reached, that is until we find a quantity such that its Poissonn bracket with H
vanishes. Finally we note that k is equal to the number of generations of secondary
constraints. So if there are only primary and secondary constraints we know that
k = 1.

ͳ.ͱͱ A shortcut

This process just described is theDirac Procedure. In special cases one can almost
by inspection find out which are the variables and the Lagrange multipliers.

Namely, given an action for variables Q

S =

∫
I
L(Q, Q̇) dt , (ͳ.ͷͲ)

where Q̇ = dQ/dt, then the end-result of the Dirac procedure will be described by
the action

SD =

∫
I
dt
[
P Q̇− H0(P,Q)− λaGa(P,Q)− μα θα(P,Q)

]
, (ͳ.ͷͳ)

ͷͱ



ͷ.͵Ͷ. The Canonical Analysis of Classical Electrodynamics

where P are the canonically conjugate momenta for the coordinates Q, Ga are the
First Class (FC) constraints, θα are the Second Class (SC) constraints and λ and μ
are the corresponding Lagrange multipliersͲ.

The FC constraints will satisfy

{Ga,Gb}D = f c
ab (P,Q)Gc , (ͳ.ͷʹ)

and
{Ga,H0}D = h b

a (P,Q)Gb , (ͳ.ͷ͵)

where
{A,B}D = {A,B} − {A, θα}Δαβ{θβ,B} , (ͳ.ͷͶ)

is the Dirac bracket. Δαβ is the inverse matrix of {θα, θβ} and the Poisson Bracket
(PB) is defined as

{A,B} =
∂A
∂Q

∂B
∂P

− ∂A
∂P

∂B
∂Q

. (ͳ.ͷͷ)

In particular, if one can write the action (ͳ.ͷͲ) in the form

S =

∫
I
dt
[
p q̇− H(p, q)− λkGk(p, q)

]
, (ͳ.ͷ͸)

where p ∪ q ∪ λ = Q and

{Gk,Gl}∗ = f m
kl (p, q)Gm , (ͳ.ͷ͹)

where {, }∗ is the (p, q) Poisson bracket, then from (ͳ.ͷͳ) it follows that (ͳ.ͷ͸) is a
gauge-fixed form of SD where the second-class constraints have been eliminated
and some of the phase-space coordinates have been set to zero. Hence the remain-
ing FC constraints are given by Gk and and the Hamiltonian is H(p, q).

ͳ.ͱͲ TheCanonicalAnalysis ofClassical Electrodynamics

As a first example we carry out the canonical analysis of the Maxwell vacuum the-
ory. This is a very well known calculation see [ͷͰ, ͷ͵].

ͲHere Q denotes both the set of the coordinates and the corresponding vector. Hence PQ̇ de-
notes the scalar product of vectors P and Q̇.
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Let M4 be the four dimensional Minkowski spacetime with metric ημν.ͳ We write
the action as,

S =

∫
d4xL (ͳ.͸Ͱ)

= −1
4

∫
d4xFμνFμν . (ͳ.͸ͱ)

The field strength tensor is,

Fμν = ∂μA ν − ∂νA μ , (ͳ.͸Ͳ)

The field equations plus the Bianchi identity (Maxwell equations without sources)
are

∂μFμν = 0 , (ͳ.͸ͳ)
εσμνρ∂μFνρ = 0 . (ͳ.͸ʹ)

We are considering a second order formalism so the variables are,

Aμ(x) , (ͳ.͸͵)

and for the canonical momenta we have,

πi(x) =
∂L

∂(∂0Ai)

= −F0i . (ͳ.͸Ͷ)

Note that using (ͳ.͸Ͳ) the definition of Fμν we have,

πi(x) = ∂0Ai − ∂iA0 , (ͳ.͸ͷ)

so that the momenta πi are invertible with respect to the “velocities” Ȧi.

Note that both A(x) and π(x) are functions so that the phase space is infinite-
dimensional.

The fundamental Poisson bracket between the variables and momenta are,

{Aμ(x), πν(x′)} = δμνδ
(3)(x− x′) , (ͳ.͸͸)

{Aμ(x),Aν(x′)} = 0 , (ͳ.͸͹)
{πμ(x), πν(x′)} = 0 , (ͳ.͹Ͱ)

(ͳ.͹ͱ)
ͳWe use Greek indices for flat spacetime in this and in the next sectioon to avoid collision with

the Lie algebra indices in the Yang-Mills theory.
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where these brackets are calculated at the same time. Since the field strength is the
antisymmetric part of the derivative of the potential, the momentum conjugate to
A0 is always null. We therefore have,

P ≡ π0 ≈ 0 . (ͳ.͹Ͳ)

which represents one constraint per space point sometimes denoted 1×∞3.

The canonical Hamiltonian is:

Hc =

∫
R3

d3x [πμ∂0Aμ − L] (ͳ.͹ͳ)

this gives,

Hc =

∫
R3

d3x
[
1
4
FijFij − 1

2
πiπi − A0∂iπi

]
, (ͳ.͹ʹ)

We are discarding a surface term since the integrals are calculated in all three
dimensional space and, we take the fields to decrease sufficiently fast so that the
integral of a total divergence may be neglected. And the total Hamiltonian is,

HT = Hc +

∫
R3

d3xλP , (ͳ.͹͵)

where λ(x) is a Lagrange multiplier.

The consistency condition for the primary constraint is,

Ṗ ≡ {P,HT} , (ͳ.͹Ͷ)

and it gives rise to a secondary constraint, Gauss’s law

S ≡ ∂iπi ≈ 0 . (ͳ.͹ͷ)

The consistency condition for the secondary constraint does not give any new con-
straints,

Ṡ ≡ {S,HT} = 0 , (ͳ.͹͸)

so there are no more constraints. The Lagrange multiplier λ has a meaning easily
found by calculating,

Ȧ0 ≡
{
A0,HT

}
= λ , (ͳ.͹͹)

and we note that A0 itself is another multiplier because it features in Hc in the
form A0S, that is as a multiple of a secondary constraint.
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The constraints are first class since,

{P, S} = 0 . (ͳ.ͱͰͰ)

The generator of gauge symmetry is,

G =

∫ (
ε̇π0 − ε∂iπi

)
, (ͳ.ͱͰͱ)

and the gauge transformations are,

δ0Aμ = ∂με , (ͳ.ͱͰͲ)
δ0πμ = 0 . (ͳ.ͱͰͳ)

These are the infinitesimal gauge transformations for the connection we found
from the Lagrangian formalism.

In this case, the general relation between phase space dimension 2N, number of
first class constraints FC, number of second class constraints SC and gauge fixing
conditions FC (since we know them to be equal to the number of first class con-
straints) and the number of degrees of freedom n (all per point) becomes,

2n = 2N− FC− FC , (ͳ.ͱͰʹ)

since there are no second class constraints.

Therefore, using N = 4 for the variable Aμ and FC = 2 one for P and one for S we
come to a total number of local degrees of freedom n = 2.

ͳ.ͱͳ Hamiltonian form of the Yang-Mills theory

The Hamiltonian analysis of the Yang-Mills theory is well known it may be found
for example in, [͸, ͵͵, ͷͶ, ͷͷ].

Let M4 be the four dimensional spacetime with metric ημν. Let G be a Lie group
and g its Lie algebra with generators such that,

[Ta,Tb] = f cbcTc . (ͳ.ͱͰ͵)

The structure constants satisfy the Jacobi identities

f dac f cbe = f cab f dce − f cae f dcb . (ͳ.ͱͰͶ)
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For the purpose of the canonical analysis, we write the Yang-Mills theory (Ͳ.ͱͱʹ)
in the following way:

S = −1
4

∫
d4xF μν

a F a
μν (ͳ.ͱͰͷ)

where a = 1 , 2 , . . . , dim(g).

Fa
μν = ∂μAa

ν − ∂νAa
μ + f abcAb

μAc
ν . (ͳ.ͱͰ͸)

The field equations and Bianchi identities are

∇μFa μν = 0 , (ͳ.ͱͰ͹)
εσμνρ∇μFa

νρ = 0 . (ͳ.ͱͱͰ)

where ∇μva = ∂μva + fabcAb
μvc.

The gauge transformations for the connection are given by (Ͳ.ͱͱͷ) which for an
infinitesimal α becomes,

δAa
μ = ∇μαa . (ͳ.ͱͱͱ)

The 4dim(g) variables are,
Aa

μ(x) , (ͳ.ͱͱͲ)

and the canonical momenta are:

πai(x) =
∂L

∂(∂0Aai)

= −Fa
0i . (ͳ.ͱͱͳ)

As in the case of the Maxwell theory, the momenta πi are invertible with respect
to the “velocities” Ȧa

i.

Since both Aa
μ(x) and πaμ(x) are functions the phase space is infinite-dimensional

and has 8dim(g)×∞ coordinates.

The variables and momenta obey the following fundamental (equal time) Poisson
brackets , {

Aa
μ(x), πbν(x′)

}
= δbaδ

μ
νδ

(3)(x− x′) , (ͳ.ͱͱʹ){
Aa

μ(x),Ab
ν(x′)

}
= 0 , (ͳ.ͱͱ͵){

πaμ(x), πbν(x′)
}

= 0 , (ͳ.ͱͱͶ)
(ͳ.ͱͱͷ)
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Like in the U(1) case, the field strength is the antisymmetric part of the derivative
of the potential therefore, the momentum conjugate to Aa

0 is always null. We
therefore have,

Pa ≡ πa0 ≈ 0 . (ͳ.ͱͱ͸)

this represents dim(g) constraints per space point or dim(g)×∞3.

The canonical Hamiltonian is:

Hc =

∫
R3

d3x [πaμ∂0Aa
μ − L] (ͳ.ͱͱ͹)

this gives,

Hc =

∫
R3

d3x
[
1
4
Fa

ijFa
ij − 1

2
πaiπai − Aa

0∇iπai
]
, (ͳ.ͱͲͰ)

up to a boundary term.

And the total Hamiltonian is,

HT = Hc +

∫
R3

d3xλaPa , (ͳ.ͱͲͱ)

where λa(x) is a Lagrange multiplier.

The consistency condition for the primary constraint is,

Ṗa ≡ {Pa,HT} , (ͳ.ͱͲͲ)

and it gives rise to a secondary constraint, the generalized Gauss law

Sa ≡ ∇iπai ≈ 0 . (ͳ.ͱͲͳ)

This is really dim(g)×∞3 constraints, but wewill continue to speak of ´a constraint’
for simplicity.

The consistency condition for the secondary constraint does not give any new con-
straints,

Ṡa ≡ {Sa,HT} ≈ 0 , (ͳ.ͱͲʹ)

so there are no more constraints.

The constraints are first class since,

{Sa, Sb} = f cabSc , (ͳ.ͱͲ͵)
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where we used (ͳ.ͱͰͶ). And the rest of the brackets are zero,

{P, Sa} = 0 , (ͳ.ͱͲͶ)
{P,P} = 0 , (ͳ.ͱͲͷ)

so we have a first class constrained system with a Poisson algebra,

{φa, φb} = f cabφc , (ͳ.ͱͲ͸)

where φa are generic constraints. This algebra is isomorphic to the Lie algebra g
of the gauge group eq. (ͳ.ͱͰ͵).

The generator of gauge symmetry is,

G =

∫
d3x (ε̇aPa − εaSa) , (ͳ.ͱͲ͹)

and the gauge transformations are,

δ0Aa
μ = ∇μεa , (ͳ.ͱͳͰ)

δ0πaμ = 0 . (ͳ.ͱͳͱ)

These are the infinitesimal gauge transformations for the connection eq. (ͳ.ͱͱͱ) we
found from the Lagrangian formalism.

Like in the previous case, the general relation between phase space dimension 2N,
number of first class constraints FC, number of second class constraints SC and
gauge fixing conditions FC (since we know them to be equal to the number of first
class constraints) and the number of degrees of freedom n (all per point) becomes,

2n = 2N− FC− FC , (ͳ.ͱͳͲ)

since there are no second class constraints.

Therefore, using N = 4dim(g) for the variable Aa
μ and FC = 2dim(g), with dim(g)

for Pa and, dim(g) for Sa we come to a total number of local degrees of freedom
n = 2dim(g).

ͳ.ͱʹ Hamiltonian structure of BF theory

In this section we use the Dirac procedure to find the constraints of the BF theory,
the analysis can be found in [ͷ͸].
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We specialize the BF action (Ͳ.ͱʹͶ) to the case of the SO(1, 3) group. The Greek
indices μ , ν , . . . = 0 , 1 , 2 , 3, are space-time indices whereas a , b , . . . = 0 , 1 , 2 , 3,
are internal SO(1, 3) indices raised and lowered with the flat metric η.

The Lorentz connection is,
ωab ≡ ωab

μdxμ , (ͳ.ͱͳͳ)

an SO(1, 3)-valued one-form. And B is

Bab ≡ 1
2
Bab

μνdxμ ∧ dxν . (ͳ.ͱͳʹ)

The curvature is,

Rab ≡ 1
2
Rab

μνdxμ ∧ dxν (ͳ.ͱͳ͵)

with,

Rab
μν = ∂μωab

ν − ∂νωab
μ + ωa

cμωcb
ν − ωa

cνωcb
μ . (ͳ.ͱͳͶ)

The action can be written in the formʹ,

S =

∫
M
d4x εμνρσ

1
4
BabμνRab

ρσ . (ͳ.ͱͳͷ)

where the four dimensional spacetimemanifold has the topologyM = Σ×R, with
Σ a ͳ-dimensional spacelike hypersurface.

The Lagrangian is:

L =

∫
Σ
d3x εμνρσ

1
4
BabμνRab

ρσ . (ͳ.ͱͳ͸)

The variables in this canonical analysis are,

Bab
μν , ωab

μ . (ͳ.ͱͳ͹)

Variation of the action (ͳ.ͱͳͷ) whith respect to these variables gives the following
equations of motion,

Rab
μν = 0 , ελμνρ∇ρBab

μν = 0 . (ͳ.ͱʹͰ)

ʹAs is customary in the literature of this field, we use the letter R for an SO(1, 3) Lie algebra
valued curvature. This is the case, for example , of (͸.ʹ). In the general case we use the symbol F,
e.g. (Ͳ.ͱͱʹ).
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ͷ.͵͸. Hamiltonian structure of BF theory

The momenta are given by,

π(B)abμν =
δL

δ∂0Babμν
= 0 ,

π(ω)abi =
δL

δ∂0ωabi
= ε0ijkBabjk ,

π(ω)ab0 =
δL

δ∂0ωab
0

= 0 ,

(ͳ.ͱʹͱ)

Since thesemomenta are not invertible with respect to the time derivatives of their
conjugate variables, we identify the following primary constraints,

P(B)abμν ≡ π(B)abμν ≈ 0 ,
P(ω)abμ ≡ π(ω)abμ − ε0μνρBabνρ ≈ 0 . (ͳ.ͱʹͲ)

The simultaneous Poisson brackets͵ between the fields and their conjugate mo-
menta,

{Bab
μν , π(B)cdρσ } = 4δa[cδ

b
d]δ

ρ
[μδ

σ
ν]δ

(3) ,

{ωab
μ , π(ω)cdν } = 2δa[cδ

b
d]δ

ν
μδ

(3) ,
(ͳ.ͱʹ͵)

where [ab] is given by (Ͳ.ͲͰ).

We use (ͳ.ͱʹ͵) to calculate the algebra of primary constraints,

{P(B)abjk , P(ω)cdi } = 4ε0ijkδa[cδ
b
d]δ

(3), (ͳ.ͱʹͶ)

The canonical, on-shell Hamiltonian:

Hc =

∫
Σ
d3x
[
1
4
π(B)abμν∂0Bab

μν +
1
2
π(ω)abμ∂0ωab

μ

]
− L . (ͳ.ͱʹͷ)

this can be written in a form where all time derivatives are multiplied by primary
constraints, and therefore drop out of the Hamiltonian. The resulting expression
can be written in the form,

Hc = −
∫

d3x ε0ijk
[
1
2
Bab0iRab

jk +
1
2
ωab0∇iBab

jk

]
, (ͳ.ͱʹ͸)

͵In order to simplify the notation involving Poisson brackets, we will adopt the following con-
vention. The left quantity in every Poisson bracket is assumed to be evaluated at the point x = (t, x),
while the right quantity at the point x′ = (t, x′). In addition, we use the shorthand notation for
the ͳ-dimensional Dirac delta function δ(3) ≡ δ(3)(x − x′). This allows us to write an explicit but
bulky expression like

{A(t, x) , B(t, x′) } = C(t, x)δ(3)(x− x′) (ͳ.ͱʹͳ)

more compactly as
{A , B } = Cδ(3) , (ͳ.ͱʹʹ)

without ambiguity. This notation will be used systematically unless explicitly stated otherwise.
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Chapter ͷ. The Dirac Procedure

up to a boundary term, note that this Hamiltonian does not depend on the mo-
menta only on the fields and their spacial derivatives.

Like in the previous examples, we introduce a Lagrange multiplier λ for each of
the primary constraints. In this way, we construct the off-shell, total Hamiltonian:

HT = Hc+

∫
d3x
[
1
2
λ(ω)abμP(ω)abμ +

1
4
λ(B)abμνP(B)abμν

]
. (ͳ.ͱʹ͹)

The next step in the Dirac procedure is to impose the consistency requirements
for the primary constraints, that is,

Ṗ ≡ {P , HT } ≈ 0 . (ͳ.ͱ͵Ͱ)

We find that from the conditions:

Ṗ(B)ab0i ≈ 0 , Ṗ(ω)ab0 ≈ 0 , (ͳ.ͱ͵ͱ)

arise respectively the following secondary constraints:

S(R)abjk ≡ Rab
jk ≈ 0 , S(B)ab ≡ ε0ijk ∇iBab

jk ≈ 0 . (ͳ.ͱ͵Ͳ)

The remaining consistency requirements,

Ṗ(B)abjk ≈ 0 , Ṗ(ω)abk ≈ 0 , (ͳ.ͱ͵ͳ)

determine the following multipliers:

λ(ω)abi ≈ ∇iωab
0 ,

λ(B)abij ≈ 2∇[jBab
i]0 + 2ω[a

c0Bb]c
ij .

(ͳ.ͱ͵ʹ)

We therefore find that the Lagrange multipliers:

λ(ω)ab0 , λ(B)ab0i , (ͳ.ͱ͵͵)

remain undetermined.

The procedure now continues with the consistency conditions for the secondary
constraints (ͳ.ͱ͵Ͳ),

Ṡ(R)abjk ≈ 0 , Ṡ(B)ab ≈ 0 . (ͳ.ͱ͵Ͷ)

are identically satisfied. They do not produce new constraints or determine any
remaining Lagrange multipliers.

We have now found all the constraints in the theory. The next step is to classify
them into first and second class. The algebra of primary constraints (ͳ.ͱʹͶ) may

͸ͱ



ͷ.͵͸. Hamiltonian structure of BF theory

be used to read of some of the secondary constraints. However the complete clas-
sification is not easy since constraints are unique only up to linear combinations.
In order to find all first class constraints, we substitute all determined multipliers
into the total Hamiltonian (ͳ.ͱʹ͹) and rewrite it in the form

HT =

∫
d3x
[
1
2
λ(B)ab0i φ(B)abi +

1
2
λ(ω)ab φ(ω)ab

−1
2
Bab0i φ(R)abi −

1
2
ωab0 φ(∇B)ab

]
.

(ͳ.ͱ͵ͷ)

The quantities φ are linear combinations of constraints, but must all be first class,
since the total Hamiltonian has a weakly vanishing Poisson bracket with all con-
straints. Written in terms of primary and secondary constraints, they are:

φ(B)abi = P(B)ab0i ,
φ(ω)ab = P(ω)ab0 ,
φ(R)abi = ε0ijkS(R)abjk −∇jP(B)abij ,
φ(∇B)ab = S(B)ab +∇iP(ω)abi − B[a

cijP(B)b]cij .

(ͳ.ͱ͵͸)

The remaining constraints are second class:

χ(B)abjk = P(B)abjk , χ(ω)abi = P(ω)abi , (ͳ.ͱ͵͹)

the algebra between the first class constraints is

{ φ(R)abi , φ(∇B)cd } = −4δ[a[cφ(R)
b]
d]
iδ(3) ,

{ φ(∇B)ab , φ(∇B)cd } = −4δ[a[cφ(∇B)b]d]δ(3) .
(ͳ.ͱͶͰ)

And the algebra between the second class constraints is, according to (ͳ.ͱʹͶ),

{ χ(B)abjk , χ(ω)cdi } = 4ε0ijkδa[cδ
b
d]δ

(3) . (ͳ.ͱͶͱ)

While the algebra between the first and second class constraints is

{ φ(R)abi , χ(ω)cdj } = 4δ[a[c χ(B)
b]
d]
ijδ(3) ,

{ φ(∇B)ab , χ(ω)cdi } = 4δ[a[c χ(ω)d]
b]iδ(3) ,

{ φ(∇B)ab , χ(B)cdjk } = 4δ[a[c χ(B)d]
b]jkδ(3) .

(ͳ.ͱͶͲ)

All other Poisson brackets among φ and χ are zero.
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Chapter ͷ. The Dirac Procedure

We see that the algebra is closed, and all Poisson brackets involving φ constraints
weakly vanish, confirming that all φ are indeed first class. We see also that the
constraint φ(∇B)ab is analogous to the Gauss constraint and generates the SO(1, 3)
transformations.

To count the physical degrees of freedom we proceed in the following way. Given
N initial independent fields in the theory, the dimension of the phase space per
point is 2N. From this one subtracts the total number F of first class constraints
per point, the total number S of second class constraints per point, and the total
number F of gauge fixing conditions per point. The result is the local dimension of
the physical phase space, 2n, where n is the number of physical degrees of freedom.
Thus we use the above formula,

n = N− F− S
2
. (ͳ.ͱͶͳ)

For the fields in the BF theory we have that the number of independent compo-
nents is,

ωab
μ Bab

μν
24 36

which gives the total N = 60.

Similarly, the number of independent components for the second class constraints
is

χ(B)abjk χ(ω)abi
18 18

which gives the total S = 36.

For the first class constraints, there are relations among the components of some
of the constraints called Bianchi identities (see Appendix B). In particular, not all
components of φ(R)abi are independent. To see this, take the derivative of φ(R)abi
to obtain

∇iφ(R)abi = ε0ijk∇iRab
jk + Rc[a

ijπ(B)cb]ij . (ͳ.ͱͶʹ)

The first term on the right-hand side is zero off-shell as a consequence of the sec-
ond Bianchi identity (B.͸). The second term on the right-hand side is also zero
off-shell, since it is a product of two constraints,

Rc[a
ijπ(B)cb]ij ≡ S(R)c[aijP(B)cb]ij = 0 . (ͳ.ͱͶ͵)

Therefore, we have the off-shell identity

∇iφ(R)abi = 0 , (ͳ.ͱͶͶ)
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ͷ.͵͸. Hamiltonian structure of BF theory

whichmeans that 6 components of φ(R)abi are not independent of the others.

Taking (ͳ.ͱͶͶ) into account, the number of independent components of the first
class constraints is

φ(B)abi φ(ω)ab φ(R)abi φ(∇B)ab
18 6 18− 6 6

which gives the total of F = 42.

Substituting N, F and S into (ͳ.ͱͶͳ), we obtain:

n = 60− 42− 36
2

= 0 . (ͳ.ͱͶͷ)

We conclude that (if the constraints are independent) the theory has no local de-
grees of freedom.

The gauge generator for the BF theory is given by,

G =

∫
d3x
(
(∇0εabi)φ(B)abi + (∇0εab)φ(ω)ab + εabiφ(R)abi + εabφ(∇B)ab

)
. (ͳ.ͱͶ͸)

And the gauge transformations are,

δ0ωab
0 = ∇0εab

δ0ωab
i = −∇iεab

δ0Bab
0i = ∇0εabi

δ0Bab
ij = ∇[iεabj] + ε[a|c|Bc

b]
ij

δ0π(ω)ab0 = 0
δ0π(ω)abi = εijk∇jεabk + 4π(B)[acikε|c|b]k + 2π(ω)[a|c|iεcb]
δ0π(B)ab0i = 0
δ0π(B)abij = −2π(B)[a|c|ijεcb] .

(ͳ.ͱͶ͹)
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4
Hamiltonian formulation of General

Relativity

The cannonical quantization program begins with the Hamiltonian analysis of the
theory we want to quantize. Here we sketch the Arnowitt DeserMisner formalism
(ADM) following [ʹͷ] but restricting the discussion to the four dimensional case.
Other sources are [ͳͰ, ͳʹ, ͷ͹, ͸Ͱ], and an example of the original work is [͸ͱ].

ʹ.ͱ The Arnowitt Deser Misner formalism

Let σ and M be manifolds, the differentiable map,

Y : σ −→ M (ʹ.ͱ)

is called an immersion if the differential of Y is injective at every point of σ (a
submersion if the differential of Y is surjective at every point of σ). Furthermore,
if Y is an injective immersion and a homeomorphismͱ onto its image Y(σ), then
Y is an embedding of σ in M (refer to [͸Ͳ] for the relevant definitions and conse-
quences).

The image of σ by this embedding is a submanifold of M. In these conditions, Y
is a diffeomorphism between σ and Σ = Y(σ).

ͱSee footnote Ͳ in chapter Ͳ.
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͸.͵. The Arnowitt Deser Misner formalism

Our goal in this section is to write the Einstein-Hilbet action (ͱ.ͳ͵) (for Λ = 0) in
canonical form. We avoid complications arising from boundary terms, by assum-
ing that M is spatially compact without boundary. For a treatment of the general
case the reader is referred to [͸ͳ]. We write the action in the form,

SEH =
1
κ

∫
M

√
−gR , (ʹ.Ͳ)

where 1
κ = c4

16πG .

To achieve the above mentioned objective, we must restrict the topology of space-
time by assuming that it is of the form M = R × σ, where σ is a fixed three-
dimensional, compact manifold without boundary. In this case Σ = Y(σ) is a
3-dimensional manifold in the 4-dimensional spacetime and therefore a hypersur-
face. This topological restriction can be related to global hyperbolicity of space-
time (see [ʹͷ]).

Under this assumption a diffeomorphism exists,

Y : R× σ → M
(t, x) 7→ Y(t, x) = Yt(x) , (ʹ.ͳ)

here Yt : σ −→ M is a one-parameter family of embeddings (see figure ʹ.ͱ), which
foliates M into hypersurfaces Σt = Yt(σ). Let xi, for i = 1 , 2 , 3 , and Xμ for μ =
0 , 1 , 2 , 3 , be local coordinates in σ andM respectively. This foliation is not unique.

Σt1

Σt2

Σt3

Figure 4.1: A one-parameter family of embeddings
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Chapter ͸. Hamiltonian formulation of General Relativity

The inverse of (ʹ.ͳ) is (obviously also a) a diffeomorphism

Y−1 : M → R× σ
X 7→ (τ(X), σ̃(X)) , (ʹ.ʹ)

which takes the form of a product of a time function τ : M −→ R, and a space
function σ : M −→ σ.

The map (ʹ.ͳ) can be viewed as,

Yx : R → M
t 7→ Yx(t) = Y(t, x) , (ʹ.͵)

which for each x ∈ σ defines a curve. We therefore have a one-parameter family
of tangent vectors Ẏx(t) with components

(
∂Yx
∂t

)μ in local coordinates.
The deformation vector can be written in the form,

∂Yμ(t, x)
∂t

=: N(X)nμ(X) + Nμ(X) (ʹ.Ͷ)

where, nμ is a unit normal vector to Σt. The coefficients of proportionalityN andNμ

are called lapse function and shift vector field respectively (the geometric situation
is depicted in figure ʹ.Ͳ).

For a more precise characterization of the the foliations as dynamical variables
and their relation to the diffeomorphism group refer to [͸ʹ, ͸͵].

We make the restriction to spacelike embeddings. The hypersurfaces Σt are space-
like and the normal vector has the properties,

n(x)μYμ
,i = 0 (ʹ.ͷ)

gμνnμnν = −1 . (ʹ.͸)

The first of these equations defines what itmeans to be spacelike, while the second
is a normalization condition and says that the vector is timelike with respect to the
metric g onM.Ͳ Since we are dealing with spacelike hypersurfaces the deformation
vector given by equation (ʹ.Ͷ) is subject to the restriction −N2 + gμνnμnν < 0.
Furthermore we have N > 0 everywhere for a future directed foliation.

The normal vector nμ also has the following property,

nμ = Fτ,μ , (ʹ.͹)

ͲNote we are using the (−+++) signature.
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͸.͵. The Arnowitt Deser Misner formalism

Xi=const.

Xj=const.
N⃗δt

Nn⃗δt

Ẏδt

Yt(σ)

Figure 4.2: A spacelike hypersurface Σt and the relation between lapse function N and shift vector
N⃗ given by equation (4.6).

where F is a function.

For a spacelike embedding Y and a 3-dimensional manifold σ, embedded in space-
time M through Σt = Yt(σ), we have the possibility to work either on σ or on the
hypersurface Σ, when developing the calculus of ‘spacial tensor fields’ . We choose
towork on Σt since this has the advantage that we can compare spacial tensor fields
with arbitrary tensor fields restricted to Σ, because they are both tensor fields on
a subset of space-time M.

We introduce the first and second fundamental form on Σ,

qμν = gμν + nμnν Kμν = qρμqσν∇ρnσ , (ʹ.ͱͰ)

where indices are raised and lowered with the metric gμν. Note that nμnν is a pro-
jector orthogonal to Σt and so gμν +nμnν plays the role of a projector on this hyper-
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Chapter ͸. Hamiltonian formulation of General Relativity

surface (see [ͷͰ]). Since these tensors vanish whenever they are contracted with
nμ, they are sometimes called ‘spatial tensors’. FurthermoreKμν called the extrinsic
curvature, is a symmetric tensor satisfying the following property,

2Kμν = (Lnq)μν . (ʹ.ͱͱ)

This can also be cast in the form,

Kμν =
1
2N

(LT−Nq)μν

=
1
2N

(LTq− LNq)μν (ʹ.ͱͲ)

where we used, nμ = (Tμ − Nμ)/N. Note that, in equation (ʹ.ͱͲ) there is an extra
term, proportional to the Lie derivative of the inverse of the lapse function, which
vanishes because it is contracted with the spatial metric.

The derivative D associated with the metric qμν is given by,

Dμf = qνμ∇ν f̃ (ʹ.ͱͳ)
Dμuν = qρμqσν∇ρũσ , for uμnμ = 0 , (ʹ.ͱʹ)

where, f̃ and ũ are arbitrary smooth extensions of f and u respectively into a neigh-
bourhood of Σt in M. The derivative D is compatible with the (Euclidean) metric
q i.e. Dμqνρ = 0 and, also has the property D[μDν]f = 0 for scalar functions f. The
two properties are the three-dimensional counterparts of themetric compatibility
and the no torsion conditions.

The Riemann curvature tensors R(3) and R(4) respectively for D and ∇ are related
by,

R(3)
μνρσ = qμ′μ qν

′

ν qρ
′

ρ qσ
′

σ R
(4)
μ′ν′ρ′σ′ − 2Kρ[μKν]σ , (ʹ.ͱ͵)

called the Gauß equation.

The corresponding Ricci scalars are related by the Codacciͳ equation

R(4) = R(3) + [KμνKμν − K2]− 2∇μ(nν∇νnμ − nμ∇νnν) . (ʹ.ͱͶ)

We can now use Yt to pull-back themetric and various other quantities. We define
spatial vector fields on Σt by,

Yμ
i (X) := Yμ

,i(x, t)|Y(x,t)=X . (ʹ.ͱͷ)

ͳSometimes written Codazzi equation.
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͸.͵. The Arnowitt Deser Misner formalism

Using the first of (ʹ.ͱͰ) and the first of (ʹ.ͷ) we have,

qij(t, x) = (Yμ
,iYν

,jqμν)(Y(t, x)) = gμν(Y(t, x))Yμ
,i(t, x)Yν

,j(t, x) (ʹ.ͱ͸)

And for the extrinsic curvature,

Kij(t, x) = (Yμ
,iYν

,jKμν)(Y(t, x)) = (Yμ
,iYν

,j∇μnν)(t, x) . (ʹ.ͱ͹)

The inverse of qij is given by,

qij =
1

2 det((qkl))
εimnεjpqqmpqnq . (ʹ.ͲͰ)

We can also define,

N(x, t) = N(Y(x, t)) , Ni(x, t) = qij(x, t)(Yμ
,jgμνNν)(Y(x, t)) . (ʹ.Ͳͱ)

And we write the extrinsic curvature in the form,

Kij(x, t) =
1
2N

(q̇ij − (LN⃗q)ij)(x, t) . (ʹ.ͲͲ)

We can now express the line element in the new variables qij,N,Ni. It reads,

ds2 = [−N2 + qijNiNj]dt⊗ dt+ qijNj[dt⊗ dxi + dxi ⊗ dt] + qijdxi ⊗ dxj .(ʹ.Ͳͳ)

Or in matrix form,

Y∗(g) =
(

NiNjqij − N2 Njqij
Njqij qij

)
. (ʹ.Ͳʹ)

And finally, writing the volume element as
√
det(q)Ndtd3x, the Einstein-Hilbert

action in the ADM form reads,

SADM =
1
κ

∫
R

dt
∫
σ
d3x
√
det(q)N(R(3) + KijKij − (Ki

i)
2]) (ʹ.Ͳ͵)

where we have dropped the total derivative coming from the Codacci equation
(ʹ.ͱͶ) (for a treatment of these boundary terms refer to [ʹͷ]).
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Chapter ͸. Hamiltonian formulation of General Relativity

ʹ.Ͳ Hamiltonian analysis of metric General Relativity

We now perform the canonical analysis of the Einstein-Hilbert action written in
the form (ʹ.Ͳ͵). We begin by noting the the action depends on the ‘velocities’ q̇ij
but not on Ṅ and Ṅi. Using this observation, equation (ʹ.ͲͲ) and the fact that that
R does not contain time derivatives, we find the following momenta:

Pij(t, x) =
δSADM
δq̇ij(t, x)

=
1
κ
√
det(q)[Kij − qij(Kl

l)]

Π(t, x) =
δSADM
δṄ(t, x)

= 0

Πi(t, x) =
δSADM
δṄi(t, x)

= 0 . (ʹ.ͲͶ)

Note that we can invert Pij to solve for q̇ij (with N and Ni), but this is not possible
for Π and Πi. We therefore have a singular system.

The primary constraints are:

C(t, x) = Π(t, x) = 0 Ci(t, x) = Πi(t, x) = 0 (ʹ.Ͳͷ)

Using the following formulas,

q̇ij = 2NKij + (LN⃗q)ij

q̇ijPij = (LN⃗q)ijP
ij + 2N

√
det(q)
κ

[KijKij − K2]

PijPij =
det(q)
κ2

(KijKij + K2)

P2 := (Pi
i)
2 =

(
2 det(q)

κ

)2

K2 (ʹ.Ͳ͸)

the action can be written in the form,

S =

∫
R

dt
∫
σ
d3x{q̇ijPij + ṄΠ+ ṄiΠi − [λC+ λiCi + NiHi + NH} (ʹ.Ͳ͹)

where
Hi := −2qikDjPjk

H =
κ√
det(q)

[qikqjl −
1
2
qijqkl]PijPkl −

√
det(q)
κ

R(3) .
(ʹ.ͳͰ)

These are called the spacial diffeomorphism constraint and the Hamiltonian con-
straint respectively.
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At this point, the phase space coordinates are,

qij ,N ,Ni ,Pij ,Π ,Πi . (ʹ.ͳͱ)

The fundamental Poisson brackets are,

{Ni(t, x) , Πj(t, x′) } = δijδ
(3)(x, x′) ,

{N(t, x) , Π(t, x′) } = δ(3)(x, x′) , (ʹ.ͳͲ)

{ qij(t, x) , Pkl(t, x′) } = δ(ki δ
l)
j δ

(3)(x, x′)

with all other brackets vanishingʹ.

The Hamiltonian can be identified as the term is square brackets in equation
(ʹ.Ͳ͹).

H =

∫
σ
d3x
[
λC+ λiCi + NiHi + NH

]
(ʹ.ͳͳ)

= C(λ) + C⃗(⃗λ) + H⃗(N⃗) + H(N) .

Where we made the following identifications,

C(λ) =
∫
σ
d3xλC , C⃗(⃗λ) =

∫
σ
d3xλiCi ,

H(N) =
∫
σ
d3xNH , H⃗(N⃗) =

∫
σ
d3xNiHi .

(ʹ.ͳʹ)

For consistency, the primary constraints (ʹ.Ͳͷ) are required to have a vanishing
time derivative, that is:

Ċ(f) := {H , C(f) } = 0 ˙⃗C(⃗f) := {H , C⃗(⃗f) } = 0 (ʹ.ͳ͵)

for all (t-independent) smearing fields.

The conditions give,

{C(f) , H } = H(f) . { C⃗(⃗f) , H } = H⃗(⃗f) . (ʹ.ͳͶ)

So we have the following secondary constraints

H(x, t) = 0 and Hi(x, t) = 0 . (ʹ.ͳͷ)

where H and Hi were defined in (ʹ.ͳͰ).
ʹIn the last equation, we are exceptionally using (i, j) = ij+ ji with no preceding factor.
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There are no tertiary constraint since,

˙⃗H(⃗f) ≡ {H, H⃗(⃗f)} = H⃗(LN⃗ f⃗)− H(L⃗f N) = 0

Ḣ(f) ≡ {H,H(f)} = H(LN⃗ f) + H⃗(N⃗(N, f, q)) = 0 , (ʹ.ͳ͸)

where,
N⃗(f, f ′, q)i = qij(ff ′,j − f ′f,j) . (ʹ.ͳ͹)

The conditions (ʹ.ͳ͸) weakly vanish if we use the constraints (ʹ.ͳͷ). The algebra
of constraints is

{H⃗(⃗f), H⃗(⃗f ′)} = H⃗(L⃗f f⃗
′)

{H⃗(⃗f),H(f))} = H(L⃗f f) (ʹ.ʹͰ)

{H(f),H(f′))} = H⃗(N⃗(f, f′, q))

this is called the Dirac algebra (see [͸Ͷ]) or also the hypersurface deformation al-
gebra. We immediately see that the constraints are first class since they form a
closed Poisson algebra.

We note that because Ṅa = λa, Ṅ = λwe can treatN,Ni as Lagrangemultipliers and
drop all terms proportional to C,Ci from the action (ʹ.Ͳ͹), and get the following
reduced action

S =

∫
R

dt
∫
σ
d3x{q̇ijPij − [NiHi + NH]} (ʹ.ʹͱ)

this action, called the canonical (ADM) action (see ([͸ͱ])), is equivalent to (ʹ.Ͳ͹)
in all that concerns qij,Pij. From this action we find the following reduced Hamil-
tonian,

H =

∫
σ
d3x[NiHi + NH] . (ʹ.ʹͲ)

We note also that the secondary constraints ((ʹ.ͳͷ)) are related to the Einstein
equations (in the vacuum) Gμν = 0 by,

Gμνnμnν = − H
2
√
det(q)

Gμνnμqνρ =
Hρ

2
√
det(q)

. (ʹ.ʹͳ)

The Hamilton equations (ͳ.Ͳ͸) in this case take the specific form:

q̇ij = { qij , H } , (ʹ.ʹʹ)
Ṗij = {Pij , H } (ʹ.ʹ͵)

͹ͳ



͸.Ͷ. Hamiltonian analysis of metric General Relativity

The constraints (ʹ.ͳͷ) and the algebra (ʹ.ʹͰ) have the following geometrical in-
terpretation:

• The constraint H⃗(⃗f) is the generator of spatial diffeomorphisms. The Lie
algebra of the diffeomorphism groupDiff(Σ) is generated by the vector fields
on Σ, with minus the commutator of a pair of vector fields[

N⃗1, N⃗2

]i
= Nj

1N
i
2 ,j − N2

jNi
1 ,j , (ʹ.ʹͶ)

as the Lie bracket. The first of (ʹ.ʹͰ) shows that the map N −→ −H⃗(N⃗) is a
homomorphism of the Lie algebra of Diff(Σ) into the Poisson algegra of the
theory.

A direct calculation of the Poisson bracket of H⃗(N⃗) with qij and pij gives:

{ qij(x) , H⃗(N⃗) } = (LN⃗q)ij(x) (ʹ.ʹͷ)

{Pij(x) , H⃗(N⃗) } = (LN⃗P)
ij(x) (ʹ.ʹ͸)

which confirms H⃗(N⃗) as the generator of spacial diffeomorphisms.

• The constraint H(f) generates normal deformations of the hypersurface Σ.

This is confirmed by the following Poisson brackets,

{ qij(x) , H(N) } = (LNn⃗ q)ij(x)

{Pμν , H(N) } =
qμνNH
2

− N
√
det(q)[qmuρqνσ − qmuνqρσ]R(4)

ρσ

+ LNn⃗Pμν .

(ʹ.ʹ͹)

Furthermore, in both the brackets the field equationsmust be used to obtain
the geometric interpretation of H(N) as generator of deformations normal
to Σ. In the second equation of (ʹ.ʹ͹) we explicitly see that we must use the
Einstein equations͵ R(4)

μν = 0 (note that the constraints H and Hi are projec-
tions of the Einstein equations as given in equations (ʹ.ʹͳ) see also [ʹͷ]) so
this is an on-shell relation. In the first of these equations the field equations
were used in the intermediate calculations to re-express P in terms of q̇ (see
[ʹͷ] for the details of the calculation), so this is also an on-shell relation.

͵Note that in the vacuum, we may write Rμν = 0 or Gμν = 0 for the Einstein equations.
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Chapter ͸. Hamiltonian formulation of General Relativity

We add two things (refer to [ͷ͹]) about the constraints (ʹ.ͳͷ) and the algebra
(ʹ.ʹͰ). First, it is not the Lie algebra of the diffeomorphism group of spacetime
Diff(M) even though this was the the invariance group of the original theory. Sec-
ond, it is not a Lie algebra at all! Given the presence of qij on the right hand side
of (ʹ.ͳ͹) and consequently in the last Poisson bracket in (ʹ.ʹͰ).

The counting of the degrees of freedom is the following. The canonical variables
parametrizing the phase space are the fields (qij,Pij) and they constitute 12 vari-
ables per space point (sometimes written 12×∞3 variables). We have 4 constraints
per space point (three for Hi and one for H), furthermore since these constraints
are first class, they generate a four parameter set of gauge transformations, per
space point. Therefore we need four gauge fixing conditions per point. This way
we are left with (12 − 4 − 4) × ∞3 variablesͶ for the reduced phase space which
correspond to two local degrees of freedom. This is consistent with the number of
variables we found in section (ͱ.ʹ) for the linearised theory, corresponding to the
the polarizations of planar gravitational waves.

ͶThis is sometimes stated as: first class constraints act twice.
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5
Ashtekar variables

We now proceed with the canonical quantization of GR and examine its conse-
quences. However, we take a slight change of stance and start using tetrads in-
stead of the metric gμν. This is intended to facilitate the transition to Ashtekar
variables, considered a major breakthrough in this subject. Since tetrads and the
metric are related, some parts of this chapter overlap with the the previous one,
this is necessary to clarify the subsequent discussion. We follow [͸ͷ, ͸͸, ͸Ͱ].

To facilitate the use of tetrads (or triads in the Hamiltonian formalism) we intro-
duce a tensor similar to (ʹ.ͱͰ) in the following way,

qaμ = eaμ + nanμ . (͵.ͱ)

where na = nμeaμ. This has the properties qaμnμ = 0 and qaμna = 0.

Furthermore, we choose a decomposition compatible with the splitting of space-
time of the last chapter. That is, in terms of the pull-back of e:

Y∗(e)aμ =
(

N 0
Nα qαi

)
, (͵.Ͳ)

where the group indices are split in a → (0, α) where α = 1, 2, 3, and Nα = Niqαi .
This is the time gauge which consists explicitly in demanding that the pull-back
of e0i vanishes (for a generalization see [͸͹]).

The variables are the triads qαi and the momenta are functional derivatives of the
Palatini action (Ͳ.ͱͳ͹) with Λ = 0, written in these variables (refer to [͹Ͱ]). We
have,

P i
α =

δS
δq̇αi

=
1
2
q̃q i

β
(
K β
α − δ β

α K
)

(͵.ͳ)
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Where, q̃ = det(qαi) and K is the trace of K β
α , i.e. K = K α

α . This is analogous
to (ʹ.ͲͶ). where the tensor Kαβ can be calculated from (ʹ.ͱͰ) in the following
way,

Kμν = qμρqνσ∇ρnσ
= qμαqνβeαρeβσ∇ρe0σ (͵.ʹ)
= qμαqνβKαβ .

Where we used e0μ = nμ and the already mentioned property of the contraction
of q with the normal.

We note that, since in this section we have objects with ‘spacial indices’ a , b , . . .,
their derivatives are given by (Ͳ.ͱͳʹ) and in therefore, in this section, the symbol
∇ is an abbreviation of ∇ω.

Furthermore, using (Ͳ.ͱͳ͸) we have,

Kαβ = e μ
α e ν

β ∇μe0ν = eαμωβ0 μ (͵.͵)

The extrinsic curvature can be written as a function of the momentum Pαβ,

Kαβ =
2
q̃

(
Pαβ −

1
2
δαβ P

)
. (͵.Ͷ)

In this equation, Pαβ can be related to (͵.ͳ) by the use of the triad. Furthermore
P is the trace of Pαβ.

In the previous chapter we used a similar relation (ʹ.Ͳ͸).

The symmetry Kαβ = Kβα gives the Lorentz constraint,

Lαβ = q[α |i|P i
β] ≈ 0 , (͵.ͷ)

this is the generator of spatial rotations of the triads qαi [͸͸].

The reduced Hamiltonian is given by equation (ʹ.ʹͲ)

H =

∫
σ
d3x[NαHα + NH] . (͵.͸)

where the spacial diffeomorphism and Hamiltonian constraints are given respec-
tively by the equivalent of equations (ʹ.ͳͰ),

Hα = −DjP j
α

H =
1
q̃

(
PαβPαβ − 1

2
P2
)
− q̃R(3) .

(͵.͹)
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Chapter ͹. Ashtekar variables

For the relation between the metric and triad canonical formulations see [ʹͷ,
͸ͷ].

The fundamental Poisson brackets (these are essentially the same as the (ʹ.ͳͲ) but
written with triads) are,{

qα i(x),Pβ
j(x′)

}
= δαβδ j

i δ
3(x− x′) , (͵.ͱͰ)

with all other brackets vanishing, for the position and momentum variables with
the indices in the indicated positions.

Canonical Quantization, in the ‘position space representation’ is constructed by
promoting the canonical position and momentum to operators. The triad acts
diagonally as a multiplicative operator and the momentum acts as differentiation
with respect to the triad. That is ͱ

q̂αiΨ [q] ≡ qαiΨ [q]

P̂α
iΨ [q] ≡ ~

i
δ

δ qαi
Ψ [q] , (͵.ͱͳ)

in the following we will drop the ˆ from operators. In these formulas Ψ [q] is the
‘wave function’ (functional to be more precise) of the system.

Through this quantization, the classical constraint equations (͵.ͷ) and the first
of (͵.͹) become quantum constraint operators. These are called the ‘kinematical
constraints’. They read,

LαβΨ [q] = 0
HαΨ [q] = 0 . (͵.ͱʹ)

Dynamics is generated via the Hamiltonian constraint, by the Wheeler-DeWitt
(WDW) equation

HΨ [q] = 0 . (͵.ͱ͵)
ThisͲ is a highly singular and ill-defined equation. The two P i

α in (͵.͹) become
functional derivatives which in turn involve distributions. Their square is there-
fore singular [͹ͱ] and needs to be regularized. The lack of an appropriate Hilbert
space structure on the space of quantum states Ψ(q) makes this theory virtually
inviable.

ͱThe same may, of course, be written in terms of the ͳ-metric qij ant its conjugate momentum
Pij, the operators are

q̂ijΨ [q] ≡ qijΨ [q] (͵.ͱͱ)

P̂ijΨ [q] ≡ ~
i

δ
δ qij

Ψ [q] , (͵.ͱͲ)

ͲThe WdW equation, obtained after substituting (͵.ͱͳ) in the Hamiltonian constraint, the sec-
ond equation of (͵.͹) see [͸͸].
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͹.͵. New variables for General Relativity

͵.ͱ New variables for General Relativity

A breakthrough in this subject was achieved by Ashtekar who introduced a new
set of variables [͹Ͳ]. These variablesmay be derived ab initio from theHolst action
(more details may be found in Appendix C and [͹ͳ, ͹ʹ]). Here we consider the
combinationͳ:

Aα i ≡ −1
2
εαβγ ωβγ

i +
γ
q̃

(
Pα i −

1
2
qα i p

)
(͵.ͱͶ)

= −1
2
εαβγ ωβγ

i + γKα i ,

where γ ̸= 0 is the ‘Barbero-Immirzi’ parameter. It is believed to be important at
the quantum level (by defining the fundamental units of areas and volumes, more
details may be found in [ͱͲ]) despite lacking physical significance classically.

There is a parallel here, to the θ-parameter of the Yang-Mills theory. The SU(2)
Yang-Mills action can be extended— through the addition of the Pontryagin topo-
logical term (Cf. Appendix C) — to the Yang-Mills action,

S =
1

2g2YM
tr
∫
M
F ∧ ∗F+ θtr

∫
M
F ∧ F . (͵.ͱͷ)

It can be consistently argued (see [͹͵]) that the parameters γ and θ play analogous
roles.

The variable conjugate to Aα i is the densitised inverse triad,

E i
α = q̃ q i

α . (͵.ͱ͸)

Note that,
det(E i

α ) = q̃2 . (͵.ͱ͹)

The fundamental Poisson brackets areʹ:{
Aα i(x)Aβ j(x′)

}
= 0{

E i
α (x)E

j
β (x′)

}
= 0{

Aα
i(x)E

j
β (x′)

}
= γδαβδ

j
iδ
3(x− x′) .

(͵.ͲͰ)

ͳNote that since we are usiing ηab = diag{−1, 1, 1, 1} the spacial part of this metric is the
Kronecker delta δαβ. Consequently there is no need to distinguish between internal upper and
lower indices e.g. Aα i ≡ Aa

i. However, we will try to keep all indices in their original positions,
whenever it is possible.

ʹThe parameter γ is sometimes eliminated from these brackets through its placement in the
definition of E, equation (͵.ͱ͸).
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Chapter ͹. Ashtekar variables

The Gauss constraint, in the variables (͵.ͱͶ) and (͵.ͱ͸), reads:

∇iE i
α ≡ ∂iE i

α + εαβγAβ
iAγi ≈ 0 . (͵.Ͳͱ)

This constraint implies the covariant constancy of the spacial triads and the Lorentz
constraint (͵.ͷ).

Note that, although up to this point everything could be generalized to n dimen-
sions, equation (͵.Ͳͱ) can only be written in three dimensions (more details can
be found in [ʹͷ] page ͱͲͷ).

The field strength is defined by

Fα
ij = ∂iAa

j − ∂jAa
i + εabcAbiAcj (͵.ͲͲ)

= −1
2
εabcRbc ij + γ

(
∇iKa

j −∇jKa
i
)
+ γ2εabcKbiKcj ,

thus the diffeomorphism constraint (the first equation of (͵.͹))) becomes

E i
α Fα

ij ≈ 0 . (͵.Ͳͳ)

The Hamiltonian constraint can be expressed in these variables using the rela-
tion,

εαβγE i
α E i

β Fγ ij = −γ2
(
pαβpαβ −

1
2
p2
)
− q̃2R(3) (͵.Ͳʹ)

= γ2q̃H− 1
4
(
1+ γ2

)
q̃2
(
KαβKαβ − K2) .

and choosing γ = ±i. For this particular value of the Barbero-Immirzi parame-
ter (and example of a similar construction for real γ is [͹Ͷ]), the second term in
(͵.Ͳʹ) drops out, and the Hamiltonian constraint is completely written (except
for an extra q̃) in terms the new variables. A very important feature of this form
is that — unlike the second equation of (ʹ.ͳͰ) or the second equation of (͵.͹) —
it is polynomial in these variables! Although the Ashtekar variables have other
nice advantages, this is probably the most important: the polynomiality of the
Hamiltonian constraint.

Sadly, this same choice, has brought into play a nearly insurmountable obstacle:
the value γ = ±i implies a complexification of the phase space of GR, and obvi-
ously the real phase spacemust be later recovered using suitable reality conditions.
While in the classical theory this is a fairly straightforward procedure, in the quan-
tum formalism however, problems arose concerning the definition and imposition
of appropriate hermiticity conditions on the states and operators [͸͸].
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͹.Ͷ. Connection representation and Kodama state

If we take γ to be a real, quantity, no reality conditions are necessary, but the the
cancellation in the second term of eq (͵.Ͳʹ) no longer takes place. As a conse-
quence, we loose the polynomial character of the Hamiltonian constraint.

͵.Ͳ Connection representation and Kodama state

A quantization scheme based upon the the connection Aα
i may be set up and in

this context the choice γ = ±i,. The functional Ψ[A] now depends on this connec-
tion, and the operators are,

Âα
iΨ[A] = Aα

iΨ[A] (͵.Ͳ͵)

Ê j
α Ψ[A] =

~
i

δ
δAα

j
Ψ[A] . (͵.ͲͶ)

In this connection representation the ͳ-metric (operator) becomes a lot less intu-
itive. It reads,

qqij(x)Ψ[A] = −~2
δ

δAα
i(x)

δ
δAα j(x)

Ψ[A] , (͵.Ͳͷ)

where q = det(qij). The volume operator is given by,

q̂(x)Ψ[A] =
i~3

6
εαβγεijk

δ
δAα

i(x)
δ

δAβ
j(x)

δ
δAγ

k(x)
Ψ[A] . (͵.Ͳ͸)

We must note that these operators are highly singular, mainly because they con-
tain products of functional derivatives evaluated at the same point. However, ig-
noring these difficulties for now the WdW equation (͵.ͱ͵) becomes in this repre-
sentation͵,

εαβγFαjk
δ

δAβ
j

δ
δAγ

k
Ψ[A] = 0 . (͵.Ͳ͹)

this represents a somewhat simpler form of (͵.ͱ͵), then the one obtained substi-
tuting (͵.ͱͳ) in the Hamiltonian constraint, the second equation of (͵.͹). Since
F(A) and δ

δA are operators (analogous to x̂ and p̂ in the quantum mechanics of
particles) they do not commute and their ordering is important.

Although there are no known solutions to eq (͵.Ͳ͹), if we ad a Cosmological Con-
stant term Λq and choose the ordering opposite to one in the last equation we get,

εαβγ
δ

δAβ
j

δ
δAγ

k

(
Fαjk −

i~Λ
6

εijk
δ

δAα
i

)
ΨΛ[A] = 0 , (͵.ͳͰ)

͵We are omitting the point dependency for simplicity. We are also allowing for an extra factor
of q and imposing q ̸= 0,∞ (see [͸͸])
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Chapter ͹. Ashtekar variables

and after having complicated the problem, (at least formally) a solution exists! It
is called the Kodama state [͸͸, ͹ͷ] and is given by,

ΨΛ[A] = exp
(
i~
Λ

∫
Σ
d3xLCS

)
, (͵.ͳͱ)

where,

LCS = A ∧ dA+ iA ∧ A ∧ A ,

is the Cheren-Simons Lagrangian density (see [͹͸]).

The solution (͵.ͳͱ) has problems with its limits: both the flat limit — vanishing
Λ— and the ‘semiclassical’ limit — vanishing ~— are hard to calculate and inter-
pret.

͵.ͳ Holonomies and Fluxes

As mentioned above, the WdW equation (͵.Ͳ͹) is very complicated and hard to
solve. This motivates the search for other variables. As it turns out, a better set of
variables exists called Holonomies and FluxesͶ. Given a curve e in Σ, sometimes
called a link, the holonomy is given by

he[A] = Pexp
∫
e
A = Pexp

∫
e
Aα

iταdxi (͵.ͳͳ)

where τα = −σα/2, and σα are the Pauli matrices. The connection A we are using
takes values on the su(2) Lie algebra and its path-ordered exponential, in turn,
takes values in the SU(2) Lie group. The connection transforms in the usual way
— given by (Ͳ.͸Ͷ) — under the action of the SU(2) group. The holonomyͷ he[A],
transforms under the action of this same group, in the following way,

he[A] → hge[A] = g(e(0))he[A]g−1(e(1)) with g(e(0)) , g−1(e(1)) ∈ SU(2) . (͵.ͳʹ)
ͶThe transition from the connection representation to the Loop Representationmay be carried

out using the Loop Transform. This a sort of infinite dimensional Fourier transform from the space
of connections A to the space of “loops” e. It is given by,

Ψ[e] =
∫

dμ0[A] trPe
∫
e A Ψ[A] . (͵.ͳͲ)

We use a similar concept in Sec. ͸.Ͷ equation (͸.ͱͱ͸). More details about the Loop transform can
be found in [͹͹].

ͷParallel transport to be precise.
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This transformation under the action of SU(2) is, in fact, a strong reason to choose
the holonomy as a variable.

To parametrize the phase space of GR we need one more set of variables. For this
we note that the (infinitesimal) flux vector may be written in the following way,

dFα =
1
2
εαβγθβ ∧ θγ , θα = qαidxi (͵.ͳ͵)

or in terms of the variables e E

dFα =
1
2
εαβγqβiq

γ
jdxi ∧ dxj =

1
2
εijkE i

α dxj ∧ dxk . (͵.ͳͶ)

Given a surface S embedded in Σ, we have the following flux vector

Fa
S[E] =

∫
S
dFa . (͵.ͳͷ)

This vector may be smeared using a test function fα giving,

F =

∫
S

1
2
fαεαβγeβie

γ
jdxi ∧ dxj =

∫
S

1
2
fαεijkE i

α dxj ∧ dxk . (͵.ͳ͸)

The Flux variable (͵.ͳͶ) does not transform as a vector under gauge transforma-
tions. Since this is such an important feature, amodified definition of flux variable
can be used (see [ͱͰͰ, ͱͰͱ]).

Take an oriented path e embedded in Σ and a point z ∈ e. Take also a surface Se
that is intersected by the path e transversally such that z = e∩ Se. We choose now,
a set of paths πe : Se× [0, 1] → Σ. These paths are in a one to one correspondence
with the points y of e in such a way that they go from the source point S(e) to
y ∈ Se. This means that π(y, 0) = Se and π(y, 1) = y. In these conditions we can
define,

(F̃α)S ,πe(E,A) ≡
1
2

∫
S
εijkhπeE i

α h−1πedxj ∧ dxk (͵.ͳ͹)

where, hπe is the holonomy of the connection along the path πe. The integral in hπe
goes from S(πe) to y. Note that this variable depends on E and on the holonomies
(of course though these also on the connection A).

The new form (͵.ͳ͹) of the flux, has a transformation under the SU(2) group sim-
ilar to (͵.ͳʹ). It reads,

(F̃α)S ,πe → (F̃α)
g
S ,πe = g(S(πe))(F̃α)S ,πeg−1(S(πe)) . (͵.ʹͰ)
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Chapter ͹. Ashtekar variables

The variables (he[A]) and F (or (F̃α)S ,πe) are used to describe the phase space.

To calculate the Poisson bracket between holonomies and fluxes we note that, if a
curve ϕ intersects the surface S tangentially at a point p (this point splits the curve
in two parts ϕ1 and ϕ2) then we have,{

(hϕ[A])αβ , F[E,A]
}

= ı(e, S)γfa(P)
(
hϕ1 [A]τ

ahϕ2 [A]
)
αβ (͵.ʹͱ)

and the intersection number

ı(ϕ, S) =
∫
ϕ
dxi
∫
S
dxjdxkεijkδ(3)(x− y) (͵.ʹͲ)

can take values ±1 or 0 and is a measure of how φ intersects S. In particular, if
the curve does not pierce the surface the Poisson bracket is null. All other Poisson
brackets vanish.

If we choose to use the alternative form of the flux variable (͵.ͳ͹), the Poisson
brackets of these fluxes no longer vanish (as in the case of the Poisson brackets
between (͵.ͳͷ)) instead, we have a bracket of the form{

F̃α
Se πe , F̃

β
Se′ πe′

}
= εαβγδee′F̃γSe πe . (͵.ʹͳ)

The brackets between h and F̃ are{
F̃α
Se πe , he′

}
= −δee′ταhe + δee′−1ταhe (͵.ʹʹ)

where τα was defined in the text following (͵.ͳͳ) (details may be found in [ͱͰͰ],
and bout the absence of γ in (͵.ʹͳ) and (͵.ʹʹ), see footnote ʹ in this chapter).

͵.ʹ The quantization process in LQG

Holonomies and fluxes, are the starting point of the LQG quantization formalism.
In this context, appropriate Hilbert spaces and operators can be constructed see
for example [ͱͲ, ͸͸]. In this section we describe some aspects of this quantization,
however we do not mention (for the sake of brevity) the construction of operators
like those associated to holonomies, fluxes, areas and volumes which are an in-
tegral part of LQG, details about these may be found e.g. in [ͱͲ, ͸͸, ͱͰͲ] and in
references therein.
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Figure 5.1: The general quantization scheme in Loop Quantum Gravity.

This quantization scheme starts from the phase space of GR expressed in terms of
the real SU(2) Barbero connection. Thus we have the Poisson brackets (͵.ͲͰ) and
the constraints (͵.Ͳͱ),(͵.Ͳͳ) and (͵.Ͳʹ) for real γ. It is important to stress that in
the LQG quantization scheme (sometimes called Polymer Quantization), the vari-
ables to be promoted to operators are the holonomies (͵.ͳͳ) and fluxes (͵.ͳͶ) (or
alternatively (͵.ͳ͹)), which are taken as variables in their own right. The Poisson
brackets that go over to commutators are (͵.ʹͱ) (or alternatively (͵.ʹͳ) and (͵.ʹʹ)).
Quantizing holonomies and fluxes has some analogies with QM where one may
replace the Heisenberg operators x and p by Weyl operators eiαx and eiβp. In QM
one may invoke the Stone–von Neumann theorem to guarantee the uniqueness of
the quantization, that is, it makes no difference whether we quantize the Heisen-
berg or the Weyl algebra. However, the Stone–von Neumann theorem does not
apply in the case of field theories (infinite degrees of freedom), and an alternative
uniqueness theorem had to be found. In ͲͰͰͶ Lewandowski, Okolow, Salhmann
and Thiemann proved such a theorem. The LOST͸ theorem guarantees such a
uniqueness, provided that the quantization carries a unitary action of the diffeo-
mophism group (see [ͱͰͳ, ͱͰʹ] for details).

The quantization process continues with the construction of a kinematical Hilbert
space H from functions of holonomies called cylindrical functions. We then im-
pose the constraints (͵.Ͳͱ),(͵.Ͳͳ) and (͵.Ͳʹ) successively. We then obtain fromH
the SU(2)-invariantHilbert spaceHG by imposing theGauss constraint (͵.Ͳͱ).Next,
by imposing (͵.Ͳͳ) the SU(2) and diffeomorphism invariant Hilbert space HDiff is
obtained. And finally, the physical Hilbert space Hphys is constructed imposing
the Hamiltonian constraint ((͵.Ͳʹ)). This is depicted in figure ͵.ͱ.

An ordered oriented graph (we will use the simpler term graph to mean the same
͸The acronym formed from the initials of the names of the authors.

ͱͰͶ



Chapter ͹. Ashtekar variables

concept) embedded in Σ, is a collection Γ of piecewise analytic oriented paths el
with l = 1 . . . L. If we take a smooth function f(U1 , . . . ,UL) of L SU(2)-group
elements , the couple (Γ , f) defines a function of A, with,

ΨΓ,f[A] = f (he1 [A] , . . . , heL [A]) . (͵.ʹ͵)

A function of this sort is called a cylindrical function.

For two cylindrical functionsΨΓ,f[A] andΨΓ,g[A]with the same graph, a scalar prod-
uct can be define by,

⟨ΨΓ,f|ΨΓ,g⟩ =
∫
SU(2)L

dU1 . . . dULf(U1 . . . UL)g(U1 . . . UL) , (͵.ʹͶ)

where dU denotes the Haar measure on the group SU(2). This definition can be
extended, in a consistent way, for cylindrical functions on different graphs.

The space of cylindrical functions is denotedCyl and the kinematical Hilbert space
H is the Cauchy conpletion of Cyl with respect to the norm of the inner product
(͵.ʹͶ) (more details may be found in [ͱͲ]).

The Gauss constraint (͵.Ͳͱ) ensures the invariance under the internal SU(2) rota-
tions. It may be written in the following form,

C[λ] =
1

8πGγ

∫
σ
d3xλα∇iE i

α . (͵.ʹͷ)

This constraint (͵.ʹͷ) can be promoted to an operator of the form,

(C[λ]Ψ)[A] =
d
dε
Ψ[A− ε∇λ]

∣∣∣∣
ε=0

. (͵.ʹ͸)

The SU(2) invariant states are those in the kernel of the operator (͵.ʹ͸) for ar-
bitrary λ. The state HG as the kernel of (͵.ʹ͸) can be obtained as the invariant
subspace of H under finite transformations (see [ͱͰͲ] and references therein for
details).

A spin network, consists of a graph Γ embedded in Σ, a finite number of edges
(sometimes also called links) el and vertices v (the edges intersect at the vertices).
Each edge caries a holonomy he[A] (and consequently an irreducible representa-
tion j of the SU(2)) and each vertex an intertwiner i, these may be regarded as
generalized Clebsch–Gordan coefficients (see [ͱͲ] for details). This process of as-
signing holonomies and intertwiner to links and vertices respectively is sometimes
called colouring. In this way, a spin-network state |Γ, jl, in⟩ can be constructed (see
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͹.͸. The quantization process in LQG

[ͱͲ, ͱͰͲ]. We will have more to say about the spin-network wave functions in sec-
tion ͸.Ͷ see equation (͸.ͱͱ͵)).

To implement the spatial diffeomorphism constraint (͵.Ͳͳ), a process a known as
group averaging is employed. In general, group averaging involves finding an inte-
gration mesure dμ(φ) in the infinite dimensional diffeomorphism group Diff(Σ).
We would then have the following (formally) diffeomorphisms invariant state:

Ψinv
Γ [A] ?

=

∫
Diff(Σ)

dμ(φ)ΨΓ[A ◦ φ] . (͵.ʹ͹)

However, no measure of this sort is known in Diff(Σ), and consequently the last
expression is meaningless. In LQG, a modified version of the group averaging
technique is used. The constraint can be formally solved in a much larger space,
the algebraic dual Cyl∗ of the space of cylindrical functions. We then have,

Cyl ⊂ H ⊂ Cyl∗ . (͵.͵Ͱ)

We note that given a graph Γ, there is a subgroup DiffΓ of Diff that maps Γ to itself,
there is also a subgroup TDiffΓ ofDiff that preserves every edge and its orientation.
The quotient,

GSΓ = DiffΓ/TDiffΓ , (͵.͵ͱ)

is the group of graph symmetries of Γ. It permutes the ordering and/or flips the
orientation of the edges of Γ (see [ͱͰͲ]).

In this way, following [ͱͰͲ] we construct the general solution to the diffeomor-
phism constraint in two steps:

ͱ. For a given graph Γ the cylindrical functions with support on Γ form a finite-
dimensional subspace H̃Γ of H. The proper subspace HΓ of H̃Γ is the sub-
space spanned by the spin network states associated with Γ.

Take a state |ΨΓ⟩ ∈ HΓ, a projector P̂Diff,Γ form HΓ to it’s subspace invariant
under ĜSΓ is given by

P̂Diff,Γ |ΨΓ⟩ =
1
NΓ

∑
φ∈GSΓ

Ûφ |ΨΓ⟩ (͵.͵Ͳ)

where NΓ is the number of GSΓ which is a finite group. The operator Ûφ is
given by,

Ûφ |ΨΓ⟩ = |ΨφΓ⟩ . (͵.͵ͳ)
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Ͳ. Now, for any given state |ΨΓ⟩ ∈ HΓ we can define the group averaged state
(η(ΨΓ)| ∈ Cyl∗ by its action on arbitrary cylindrical functions |ΦΓ′⟩ in the
following way:

(η(ΨΓ)|ΦΓ′⟩ =
∑

φ∈Diff/DiffΓ

⟨ÛφP̂Diff,ΓΨΓ|ΦΓ′⟩ (͵.͵ʹ)

Where ⟨·|·⟩ is the inner product ofH.

The states of HDiff, are called s-knots. A knot is an equivalence class of unori-
ented graphs under diffeomorphisms. A coloured knot (a diagonalization process
is necessary see [ͱͲ]), i.e. one in which we associate a spin to each link and an
intertwiner to each node is called an s-knot.

The implementation of the Hamiltonian constraint (͵.Ͳʹ) which is supposed to
reveal the quantum dynamics, is at the heart of the quantization procedure for
LQG. One may think of following a procedure for the scalar constraint (͵.Ͳʹ) sim-
ilar to the one used for the spatial diffeomorphisms constraint. This however, runs
into difficulties because the finite transformations generated by the Hamiltonian
constraint are poorly understood even at the classical level. We then resort to a
process of regularization of the classical expression, and then we promote this reg-
ularized classical constraint to a quantum operator. There are many difficulties
related to this process, the complexity of (͵.Ͳʹ) is the obvious one. Another one,
pertains to the fact that if we are to satisfy the spatial diffeomorphism constraint
(͵.Ͳͳ), we must — as we saw above — transfer the action of the operator to the
dual space Cyl∗. This in turn, implies that we must use a weaker notion of limit
[͸͸]. In any case, this is still an open question in LQG, and at the same time one
of its limitations.
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6
Categories and the BFCG theory

In this chapter, we present a brief introduction to the theory of categories. The
standard reference about categories is [ͱͰ͵], although in this Chapter we closely
follow [ͱͰͶ], from which we adopt the notation and conventions. Categories the-
ory can be thought of as an attempt to treat processes (called morphisms in this
context) on an equal footing to things (objects as they are called in category the-
ory) [ͱͰͷ]. The main interest of categories (and their higher order generalization)
is that they serve as a language for formulating Topological Quantum Field The-
ories which, in turn are related to topological theories mentioned in section Ͳ.ͷ.
After an exposition of the theory of categories, we present the BFCG theory which
is the main concern of this thesis.

Ͷ.ͱ Categories

A category consists of:

• a collection of objects, which we denote by dots,

x (Ͷ.ͱ)

ͱͱͳ
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• for any pair of objects x and y a collection ofmorphisms f between them,

x y

f

(Ͷ.Ͳ)

x is called the source and y the target of f.

• A composition exists for morphisms: given the morphisms f and g, such that
the target of f is equal to the source of g

x y z

f g

(Ͷ.ͳ)

their composition is,

x z

gf

(Ͷ.ʹ)

because gf looks awkward, we write the last composition with reversed ar-
rows which make composition look more natural,

y
z x

f g

= xz

fg

(Ͷ.͵)
Composition of morphisms obeys an associative law,

(hg)f = h(gf) . (Ͷ.Ͷ)

• For any object x there is an identity morphism 1x : x −→ x, that satisfies the
right and left unit laws:

1yf = f = f 1x , (Ͷ.ͷ)

for any morphism f : x −→ y.

ͱͱʹ
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An example of a category is Set. The category Set has sets for objects and functions
for morphisms. A second example is a group. In category theory, a group is a
categorywith one object and for which allmorphisms are invertible. The elements
of the group are the morphisms of the category, and composition of morphisms is
the group composition law.

Given categories C and D a functor F : C −→ D consists of:

• a map F sending objects in C to objects in D;

• another map also called F sending morphisms in C to morphisms in D, that
fulfils the following conditions:

– for a morphism f : x −→ y in C we have, F(f) : F(x) −→ F(y);

– the map F preservers composition, i.e. F(fg) = F(f)F(g) when both
sides are well defined;

– themap F preserves identities F(1x) = 1F(x), for every object x inC (this
property is a consequence of the others).

If the categories C and D are groups (one object categories with invertible mor-
phisms) then, a functor F : C −→ D is only a (group) homomorphism.

A connection, in this language, can be viewed as a functor from a category called
the path groupoid P1(M) to a Lie group G. For a smooth manifold M the path
groupoid is a category P1(M) where,

• Objects are points of M.

• Morphisms are equivalence classes of a special kind of paths of M. To be
precise morphisms are thin homotopy classes of lazy paths of M (refer to
[ͱͰͶ] for the definitions).

• There is a composition for these classes of paths. If a thin homotopy class
for the path γ is denoted by [γ] composition is denoted [γδ] = [γ][δ], and is
related to the usual composition of paths (see [ͱͰͶ]).

• For a point x ∈ M, the identity 1x is the thin homotopy class of the constant
path at x.

ͱͱ͵
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This functor from P1(M) to G (viewed as a category), will send every object of
the path groupoid to the same object of the group category (after all there is only
one object in the category of a group ). This functor, the connection, will also
send every morphism of P1(M) to a morphism of the categoryG (a group element,
since the morphisms of a group category are precisely the elements of the group).
So the connection assigns a group element to each path on the space M. This is
just what a connection does, it gives the parallel transport of of the wave function
of a particle as it moves along a path.

Ͷ.Ͳ 2-Categories

The generalization of categories is given by the notion of 2-categories. These con-
tain objects, morphisms andmorphisms betweenmorphisms called 2-morphisms.

To be precise a 2-category consists of:

• a collection of objects, which we denote by dots,

x (Ͷ.͸)

• for any pair of objects x and y a set of morphisms f (the same as before but
with inverted arrows) between them,

y x

f

(Ͷ.͹)

• for any pair of morphisms f , g : x −→ y a set of 2-morphisms α : f =⇒ g,

xy

f

g

α

(Ͷ.ͱͰ)

where f is called the source of α and g its target.
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• morphisms can be compose like in the case of a category:

y
z x

f g

= xz

fg

(Ͷ.ͱͱ)

• while 2-morphism can be composed in two different ways:

– vertically

xy
f′

f

f′′

α

α′
= xy

f

f′′

α′·α (Ͷ.ͱͲ)

– and horizontally

y
z x

f1

f′1

f2

f′2

α1 α2 = xz

f1f2

f ′1f
′
2

α1◦α2

(Ͷ.ͱͳ)

• composition of morphism is associative, and every object x has a morphism,

x x

1x

(Ͷ.ͱʹ)

fulfilling the role of identity, as in the case of categories.

ͱͱͷ



ͺ.Ͷ. 2-Categories

• Vertical composition is associative and every morphism f has a 2-morphism,

xy

f

f

1f

(Ͷ.ͱ͵)

which is the identity for vertical composition.

• Horizontal composition is associative and the 2-morphism,

xx

1x

1x

11x

(Ͷ.ͱͶ)

plays the role of identity for this composition.

• The vertical and horizontal compositions obey the interchange law:

(α′1 · α1) ◦ (α′2 · α2) = (α′1 ◦ α′2) · (α1 ◦ α2) , (Ͷ.ͱͷ)

that is a diagram of the form,

x
y

z
f′1

f1

f′′1

f′2

f2

f′′2

α1

α′1

α2

α′2

(Ͷ.ͱ͸)

defines unambiguous 2-morphisms.

An example of a 2-category is a 2-group G, which consists in:

• one object,
(Ͷ.ͱ͹)
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there is only one, so no label will be used.

• morphisms g,
g

(Ͷ.ͲͰ)

• and 2-morphisms

g1

g2

α

(Ͷ.Ͳͱ)

• the morphisms form a group under composition

g′ g

=

g′g

(Ͷ.ͲͲ)

• the 2-morphisms form a group under horizontal composition,

g1

g′1

g2

g′2

α1 α2 =

g1g2

g′1g
′
2

α1◦α2 (Ͷ.Ͳͳ)

• 2-morphisms can also be composed vertically,

g′

g

g′′

α

α′
=

g

g′′

α′·α (Ͷ.Ͳʹ)
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vertical composition is associative with identity and inverses. However the
2-morphism do not form a group under vertical composition.

Two-groups were originally introduced using the concept of Lie crossed module
(G,H, ∂, ◃). This structure is composed of,

• the morphisms of G form a group G with group operation given by the com-
position law (Ͷ.ͲͲ);

• the group H is the set of 2-morphisms whose source is the identity 1•,

1•

∂h

h

(Ͷ.Ͳ͵)

the group operation for H is given by the following horizontal composition

1•

∂(h)

1•

∂(h′)

h h′ =

1•

∂(hh′)

h◦h′

(Ͷ.ͲͶ)
where we are using hh′ for the horizontal composition h ◦ h′ of two elements
of H. We will also denote the horizontal inverse of an element of H by h−1.
From the definition of 2-category it follows that the map ∂ : H −→ G is a
group homomorphism

∂(hh′) = ∂(h)∂(h′) . (Ͷ.Ͳͷ)

That is this is a group homomorphism ∂ sending each 2-morphism in H to
its target.

ͱͲͰ
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• An action ◃ of G on H given by

g−1

g−1

g

g

1•

∂(h)

1g h 1g−1 =

1•

∂(g ◃h)

g ◃h (Ͷ.Ͳ͸)

this defines an 2-morphism in H which we call g ◃ h. For a given g ∈ G the
map ◃ is an automorphism of H, i.e. a one-to-one and onto function with,

g ◃ (hh′) = (g ◃ h)(g ◃ h′) , (Ͷ.Ͳ͹)

note that we are omitting ◦ like we said before.

The automorphisms of H form a group called Aut(H), sot that ◃ is a group
homomorphism ◃ : G −→ Aut(H), which means,

(gg′) ◃ (h) = (g◃)(g′ ◃ h) . (Ͷ.ͳͰ)

• We have also that ∂ is G-equivariant

∂(g ◃ h) = g∂(h)g−1 , for all g ∈ G , h ∈ H . (Ͷ.ͳͱ)

• The Peiffer identity holds,

∂(h) ◃ h′ = hh′h−1 , for all h , h′ ∈ H . (Ͷ.ͳͲ)

For the diagrams corresponding to these last two properties we refer the reader to
[ͱͰͶ]. We also note that the inverse path we took is also possible. We can recover
a 2-group G form a Lie crossed module (G,H, ∂, ◃), this way crossed modules are
just a way of looking at 2-groups (see [ͱͰͶ]).

A 2-functor is a map between categories that preserves all properties and compo-
sition laws. Given a pair of 2-categories C and D, a 2-functor F : C −→ D consists
of:

• A map F sending objects in C to objects in D;
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• another map F sending morphisms in C to morphisms in D;

• yet another map F sending 2-morphisms in C to 2-morphisms in D.

• Given a morphism f : x −→ y in C we have F(f) : F(x) −→ F(y);

• the functionFpreserves composition formorphisms and identitymorphism,
that is,

F(fg) = F(f)F(g) , (Ͷ.ͳͳ)

F(1x) = 1F(x) . (Ͷ.ͳʹ)

• Given a 2-morphism α : f =⇒ g we have F(α) : F(f) =⇒ F(g),

• F preserves vertical and horizontal composition for 2-morphisms and iden-
tity 2-morphisms:

F(α · β) = F(α) · F(β) , (Ͷ.ͳ͵)

F(α ◦ β) = F(α) ◦ F(β) , (Ͷ.ͳͶ)

F(1f) = 1F(f) . (Ͷ.ͳͷ)

A 2-connection can (like in the case of a connection) be viewed as a 2-functor
from a 2-category called the path 2-goupoid to a 2-group G (refer to [ͱͰͶ] for de-
tails).

We will, however, take a more operative point of view and define a connection in
the following way. Let (G ,H , ∂ , ◃) be a Lie crossed module with ∂ : H → G and
◃ : G → Aut(H) group homomorphisms given in (Ͷ.Ͳͷ) and (Ͷ.ͳͰ) and denoting
with the same letter the corresponding homomorphism of the algebras. Given a
smooth manifold M, a Ͳ-connection can be defined as a pair of forms (A, β) such
thatA is a g-valued ͱ-form and β is a h-valued Ͳ-form (i.e. A ∈ Ω1⊗g and β ∈ Ω2⊗h
). One can associate to (A, β) a curvature Ͳ-form F and a curvature ͳ-form G as

F(A,β) = dA+ A ∧ A− ∂β , G(A,β) = dβ + A ∧◃ β . (Ͷ.ͳ͸)

Note that FA = dA + A ∧ A is the curvature on the principal bundle PG(M) and
(A, β) is a 2-connection on a Ͳ-bundle associated to the Ͳ-group (G,H).

There are two types of gauge transformations for a 2-connection (A, β). Given a

ͱͲͲ



Chapter ͺ. Categories and the BFCG theory

smooth map φ : M → G, we can define maps

A 7→ φ−1Aφ + φ−1dφ , β 7→ φ−1 ◃ β , (Ͷ.ͳ͹)

which will be called a thin gauge transformation.

Similarly, given a ͱ-form η on M with values in h, we can define maps

A 7→ A+ ∂η , β 7→ β + dη+ A ∧◃ η+ η ∧ η , (Ͷ.ʹͰ)

which will be called a fat gauge transformation.

The curvature F, the fake curvature F and the 3-form curvature G transform under
a thin gauge transformation as

FA 7→ φ−1FAφ , F(A,β) 7→ φ−1F(A,β)φ , G(A,β) 7→ φ−1 ◃ G(A,β) , (Ͷ.ʹͱ)

while under a fat gauge transformation, they transform as

FA 7→ FA + ∂ (dη+ A ∧◃ η+ η ∧ η) , (Ͷ.ʹͲ)
F(A,β) 7→ F(A,β) , G(A,β) 7→ G(A,β) + F(A,β) ∧◃ η . (Ͷ.ʹͳ)

Ͷ.ͳ The BFCG theory

In the same way we can generalize the concepts of category and group, to those of
respectively 2-category and 2-group, theBF theory can be categorically generalized
to a 2-BF theory (see e.g. [ͱͰ͸, ͱͰ͹]). This is part of a generalization of gauge
theories called Higher Gauge Theories (for details refer to [ͱͱͰ], see also [ͱͱͱ] for a
generalization of 2-form electrodynamics).

Specifically one can construct a topological theory of flat 2-connections by gener-
alizing the BF action (Ͳ.ͱʹͶ) to the Lie 2-group case. In the case when the homo-
morphism ∂ is trivial, the corresponding action was constructed in [ͱͰ͸], while
the action for the general case was constructed in [ͱͰ͹]. The action for the BFCG
theory is given by

S =

∫
M
⟨B ∧ F(A,β)⟩g +

∫
M
⟨C ∧ G(A,β)⟩h , (Ͷ.ʹʹ)

whereB is a 2-form taking values in g (the Lie algebra ofG) andC is a 1-form taking
values in h (the Lie algebra ofH). Also in (Ͷ.ʹʹ) ⟨, ⟩g and ⟨, ⟩h areG-invariant, bilin-
ear, non-degenerate and symmetric forms in the corresponding Lie algebras.
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The BFCG action (Ͷ.ʹʹ) will be invariant under a thin gauge transformation if

C → φ−1 ◃ C , B → φ−1Bφ , (Ͷ.ʹ͵)

while the invariance under a fat gauge transformation is achieved if the fields B
and C transform as

B 7→ B+ C ∧T η , C 7→ C . (Ͷ.ʹͶ)

The antisymmetric map T : h× h → g is defined as

⟨T (u, v),Z⟩g = −⟨u,Z ◃ v⟩h , u, v ∈ h , Z ∈ g . (Ͷ.ʹͷ)

Also note thatC∧T η is the antisymmetrization of T (C, η), see [ͱͰ͹] for details.

The BFCG theory is the main concern of this thesis, the case where we use the
Poincaré 2-group has applications to quantum gravity.
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Hamiltonian analysis of the BFCG
theory for a generic Lie Ͳ-group

In this chapter, following [ͱͱͲ] we perform the canonical analysis of the BFCG ac-
tion (Ͷ.ʹʹ) for a generic Lie 2-group. The structure of this chapter is the following:
in section ͷ.ͱ we write the BFCG action (Ͷ.ʹʹ) as well as various other identities in
component form and give a brief overview of the Lagrange equations of motion.
In section ͷ.Ͳ we preform a gauge fixed canonical analysis of this theory using a
theorem proved in section ͳ.ͱͱ. In section ͷ.ͳ we generalize the analysis of the pre-
vious section to a full Hamiltonian analysis using the Dirac procedure of chapter
ͳ. Finally in section ͷ.ʹ we count the local degrees of freedom of the theory, and
find it to be — under the assumptions made here, namely the independence of
the constraints— a theory without degrees of freedom per point, i.e. a topological
field theory.

ͷ.ͱ Spacetime components of the BFCG action

To carry out the canonical analysis of (Ͷ.ʹʹ), we need to write it in terms of the
spacetime components of the relevant fields.

Let Ta be a basis in g and τα a basis in h. The structure constants are defined by

[Ta,Tb] = fcab Tc , [τα, τβ] = φγ
αβ τγ . (ͷ.ͱ)
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The homomorphisms ∂ and ◃ (defined in equations (Ͷ.Ͳͷ) and (Ͷ.Ͳ͹) respectively)
then act as

∂τα = ∂α
a Ta , Ta ◃ τα = ◃βaα τβ , (ͷ.Ͳ)

and satisfy the following relations,

◃βaα ∂β
b = ∂α

c fbac , ∂α
a ◃γ aβ = φγ

αβ . (ͷ.ͳ)

Also, the following relation

fabc◃αaβ = ◃α[b|γ ◃
γ
|c]β , (ͷ.ʹ)

will be useful, where X[bc] = Xbc − Xcb.

The structure constants satisfy the Jacobi identities

fdac fcbe = fca[b| fdc|e] , φγ
αδ φδ

βε = φδ
α[β| φγ

δ|ε] . (ͷ.͵)

We have also
⟨X ∧ Y⟩g = Xa ∧ Yb⟨Ta,Tb⟩g = Xa ∧ YbQab , (ͷ.Ͷ)

and
⟨U ∧ V⟩h = Uα ∧ Vβ⟨τα, τβ⟩h = Uα ∧ Vβqαβ . (ͷ.ͷ)

recall that ⟨, ⟩g and ⟨, ⟩h are G-invariant, bilinear, non-degenerate and symmetric
forms in the corresponding Lie algebras. ThereforeQ and q arematrices associated
to these forms.

The fake curvature, defined in equation (Ͷ.ͳ͸) can be written as

F(A,β) =
1
2
Fb

μνTb dxμ ∧ dxν (ͷ.͸)

where
Fb

μν = ∂μAb
ν − ∂νAb

μ + fbcdAc
μAd

ν − ∂α
bβαμν . (ͷ.͹)

The curvature ͳ-form (equation (Ͷ.ͳ͸) on the right) can be written as

G(A,β) =
1
6
Gα

μνρταdxμ ∧ dxν ∧ dxρ (ͷ.ͱͰ)

where,
Gα

μνρ = ∂[μβανρ] + Aa
[μβγ νρ] ◃ α

aγ . (ͷ.ͱͱ)

X[μνρ] denotes a total antisymmetrization of indices, given by∑
p∈S3

(−1)p Xp(μνρ) . (ͷ.ͱͲ)

ͱͲͶ
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where p is a permutation and (−1)p is the parity of p (cf. (Ͳ.ͲͰ) with no factor in
the denominator).

The BFCG action then becomes

S =

∫
M
d4x εμνρσ

(
1
4
Ba

μν F
b
ρσ Qab +

1
6
Cα

μ G
β
νρσ qαβ

)
. (ͷ.ͱͳ)

To simplify notation we use Q and q to lower g and h Lie algebra indices respec-
tively, for example,

Bb = BaQab ββ = βαqαβ . (ͷ.ͱʹ)

We also use the same symbol for ∂α
a and ∂α

a = qαβ∂β
bQba and ◃αaγ = ◃βaγqβα. This

last quantity (that was in fact already defined in (Ͷ.ʹͷ)) is antisymmetric in αγ,
that is ◃αaγ = − ◃ γaα, and we have as a consequence

Cα∇◃
μβα = Cα (∂μβα + Aa

μ ◃ αaγβγ)
= − (∂μCα + Aa

μ ◃ αaγCγ) βα + ∂μ (Cαβα) (ͷ.ͱ͵)
= −∇◃

μ (Cα) βα + ∂μ (Cαβα) ,

where ∇◃
μ is defined as the quantity in parenthesis.

The equations of motion are obtained by equating to zero the variational deriva-
tives of the actionwith respect to all fields. The variational derivatives with respect
to B and C give respectively,

Fb
μν = 0 , Gα

μνρ = 0 . (ͷ.ͱͶ)

While the variational derivatives with respect to A and β give respectively,

εμνρσ
(
∇μBaνρ + βαμν ◃ αaβCβ

ρ
)
= 0 , εμνρσ

(
∇◃

μCα
ν −

1
2
∂α

aBa
μν

)
= 0 . (ͷ.ͱͷ)

We will also use the Bianchi identities (BI) associated to the ͱ-form fields A and C.
Namely, the corresponding Ͳ-form curvatures

Fa = dAa + fabc Ab ∧ Ac , Tα = dCα + ◃αaβ Aa ∧ Cβ , (ͷ.ͱ͸)

satisfy the following Bianchi identities

ελμνρ ∇μFa
νρ = 0 , (ͷ.ͱ͹)

and
ελμνρ

(
∇◃

μTανρ − ◃αaβFa
μνCβ

ρ
)
= 0 . (ͷ.ͲͰ)

ͱͲͷ
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There are also the BI associated with the Ͳ-form fields B and β. The corresponding
ͳ-form curvatures are given by

Ga = dBa + fabc Ab ∧ Bc , Gα = dβα + ◃αaγ Aa ∧ βγ , (ͷ.Ͳͱ)

so that
ελμνρ

(
2
3
∇λ Ga

μνρ − fabcFb
λμ Bc

νρ

)
= 0 (ͷ.ͲͲ)

and
ελμνρ

(
2
3
∇◃

λ G
α
μνρ − ◃αaγ Fa

λμ βγ νρ
)

= 0 . (ͷ.Ͳͳ)

ͷ.Ͳ A gauge-fixed canonical analysis

Wewill assume (as was done in chapter ʹ) thatM = Σ×R and that t is a coordinate
on R while {xi|i = 1, 2, 3} is a local coordinate chart on Σ. We can split the BFCG
fields into temporal and spatial components by using

xμ = (x0, xi) = (t, x⃗) (ͷ.Ͳʹ)

and Uμ = (U0,Ui). For example

∂μUν = (∂0U0, ∂0Ui, ∂iU0, ∂iUj) (ͷ.Ͳ͵)

and

εμνρσ∂μUν∂ρVσ =

= ε0ijk∂0Ui∂jVk + εi0jk∂iU0∂jVk + εij0k∂iUj∂0Vk + εijk0∂iUj∂kV0
= εijk

(
U̇i∂jVk − ∂iU0∂jVk + ∂iUjV̇k − ∂iUj∂kV0

)
, (ͷ.ͲͶ)

where Ẋ = ∂0X and throughout the rest of this chapter, εijk ≡ ε0ijk.

The BFCG action can be then written as

S =

∫ t2

t1
dt L(t) , (ͷ.Ͳͷ)

where the Lagrangian L is given by

L =

∫
Σ
d3x
[
π(A)aiȦa

i +
1
2
π(β)αij β̇αij

]
− H (ͷ.Ͳ͸)

ͱͲ͸
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and

H = −
∫
Σ
d3x
[
1
2
εijkBa 0iS(F)ajk + Cα0S(G)α

+ Aa
0S(CBβ)a + βαk0S(CA)αk

+ ∂i
(
π(A)aiAa

0 − π(β)αijβαj0
) ]

. (ͷ.Ͳ͹)

The fields π(A) and π(β) (which are the conjugate momenta to A and β respec-
tively) are given by

π(A)ai =
1
2
εijkBa jk , π(β)αij = − εijkCα k , (ͷ.ͳͰ)

while
S(F)aij ≡ Fa

ij ,

S(G)α ≡ 1
6
εijkGα

ijk ,

S(BCβ)a ≡ ∇kπ(A)ak −
1
2
π(β)αjk ◃ α

aβββjk ,

S(CB)αk ≡ 1
2
∇◃

j π(β)αjk + ∂α
aπ(A)ak .

(ͷ.ͳͱ)

From these equations we see that the BFCG Lagrangian has the form

L =
∑
m

PmQ̇m − H =
∑
m

PmQ̇m −
∑
n

λnGn(P,Q) . (ͷ.ͳͲ)

According to the theorem proved in section ͳ.ͱͱ, (see also [ͱͱͳ]) such a Lagrangian
is a result of the Dirac procedure in the gauge P(λn) = 0 if the constraints Gn(P,Q)
are of the first class with respect to the (P,Q) Poisson bracket, i.e. form a closed
algebra under the Poison bracket (ͳ.Ͳͷ), which can be equivalently defined by

{A,B} =
∑
n

(
∂A
∂Qn

∂B
∂Pn

− ∂A
∂Pn

∂B
∂Qn

)
. (ͷ.ͳͳ)

It is straightforward to verify that the constraints from (ͷ.ͳͱ) are of the first class,
by using the Poisson bracket (ͷ.ͳͳ). The non-zero Poisson bracket are then given
by

{Aa
i(x) , π(A)bj(y) } = δabδ

j
iδ

(3)(x− y) ,
{ βαij(x) , π(β)βkl(y) } = δαβδ

k
[iδ

l
j]δ

(3)(x− y) , (ͷ.ͳʹ)

where x = x⃗, y = y⃗ and δ(3)(x − y) is the three-dimensional Dirac delta func-
tion.

ͱͲ͹
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The Poisson-bracket algebra for the constraints from (ͷ.ͳͱ) is then given by

{ S(F)aij(x) , S(BCβ)b(y) } = 2fabcS(F)cij(x) δ(3)(x− y) ,
{ S(G)α(x) , S(CB)βk(y) } = εijk ◃ α

cβS(F)cij(x) δ(3)(x− y) ,
{ S(BCβ)a(x) , S(BCβ)b(y) } = 2fcabS(BCβ)c(x) δ(3)(x− y) ,
{ S(G)α(x) , S(BCβ)a(y) } = 2 ◃ α

aβS(G)β(x) δ(3)(x− y) ,
{ S(CB)αk(x) , S(BCβ)a(y) } = ◃βaαS(BC)βk(x) δ(3)(x− y) ,

(ͷ.ͳ͵)

which confirms that they are of the first class. Hence the constraints of the action
(ͷ.ͱͳ) correspond to the constraints of the Dirac analysis in the gauge

π(Ba
0i) = π(Cα

0) = π(Aa
0) = π(βα0i) = 0 . (ͷ.ͳͶ)

ͷ.ͳ The complete canonical analysis

The analysis in the previous section has an implicit gauge fixing. To see this, we
can perform the complete canonical analysis by using the Dirac procedure, see
[ͷͰ]. For this we consider the Lagrangian

L =

∫
Σ
d3x εμνρσ

(
1
4
Ba

μν F
b
ρσ Qab +

1
6
Cα

μ G
β
νρσ qαβ

)
, (ͷ.ͳͷ)

and calculate the momenta (the functional derivatives of the Lagrangian with re-
spect to the time derivatives of the variables) for all variables Ba

μν, Aa
μ, Cα

μ and
βαμν,

π(B)aμν =
δL

δ∂0Baμν
= 0 ,

π(C)αμ =
δL

δ∂0Cαμ
= 0 ,

π(A)aμ =
δL

δ∂0Aaμ
=

1
2
ε0μνρBaνρ ,

π(β)αμν =
δL

δ∂0βαμν
= −ε0μνρCαρ .

(ͷ.ͳ͸)

All of these momenta give rise to primary constraints since none of them can be
inverted for the time derivatives of the variables,

P(B)aμν ≡ π(B)aμν ≈ 0 ,
P(C)αμ ≡ π(C)αμ ≈ 0 ,

P(A)aμ ≡ π(A)aμ −
1
2
ε0μνρBaνρ ≈ 0 ,

P(β)αμν ≡ π(β)αμν + ε0μνρCαρ ≈ 0 .

(ͷ.ͳ͹)
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We use the weak equality “≈” for the equality that holds on a subspace of the
phase space, while the equality that holds for any point of the phase space will be
called “strong” and it is denoted by the usual symbol “=” (see section ͳ.͵). We will
also use the expressions “on-shell” and “off-shell” for strong and weak equalities,
respectively.

We will use the following fundamental Poisson brackets

{Ba
μν(x) , π(B)bρσ(y) } = δabδ

ρ
[μδ

σ
ν] δ

(3)(x− y) ,
{Cα

μ(x) , π(C)βν(y) } = δαβδ
ν
μ δ

(3)(x− y) ,
{Aa

μ(x) , π(A)bν(y) } = δabδ
ν
μ δ

(3)(x− y) ,
{ βαμν(x) , π(β)βρσ(y) } = δαβ δ

ρ
[μδ

σ
ν] δ

(3)(x− y) ,

(ͷ.ʹͰ)

to calculate the algebra between the primary constraints. We obtain

{P(B)ajk(x) , P(A)bi(y) } = ε0ijkQab(x) δ(3)(x− y) ,
{P(C)αk(x) , P(β)bij(y) } = −ε0ijk qab(x) δ(3)(x− y) ,

(ͷ.ʹͱ)

while all other Poisson brackets vanish.

The canonical on-shell Hamiltonian is defined by

Hc =

∫
Σ
d3x
[
1
2
π(B)aμν∂0Ba

μν + π(C)αμ∂0Cα
μ+

+π(A)aμ∂0Aa
μ +

1
2
π(β)αμν∂0βαμν

]
− L .

(ͷ.ʹͲ)

By using (ͷ.ͳͷ), (ͷ.͹) and (ͷ.ͱͱ) we can rewrite the Hamiltonian (ͷ.ʹͲ) in such a
way that all the velocities are multiplied by the first class constraints. Therefore
in an on-shell quantity they drop out, so that

Hc = −
∫

d3x ε0ijk
[
1
2
Ba0iF

a
jk +

1
6
Cα0G

α
ijk+

+βα0k
(
∇◃

i Cαj −
1
2
∂α

aBa ij

)
+

+
1
2
Aa

0
(
∇iBa jk − Cα

i ◃αaβ ββjk
)]

.

(ͷ.ʹͳ)

This expression does not depend on any of the canonical momenta and it contains
only the fields and their spatial derivatives. By adding a Lagrange multiplier λ for

ͱͳͱ



ͻ.ͷ. The complete canonical analysis

each of the primary constraints we can build the off-shell Hamiltonian, which is
given by

HT = Hc+

∫
d3x
[
λ(C)αμP(C)αμ+λ(A)aμP(A)aμ

+
1
2
λ(B)aμνP(B)aμν +

1
2
λ(β)αμνP(β)aμν

]
.

(ͷ.ʹʹ)

Since the primary constraints must be preserved in time, we must impose the
following requirement

Ṗ ≡ {P , HT } ≈ 0 , (ͷ.ʹ͵)

for each primary constraint P. By using the consistency condition (ͷ.ʹ͵) for the
primary constraints P(B)a0i, P(C)α0, P(β)α0i and P(A)a0 we obtain the secondary
constraints S

S(F)ajk ≡ Fa
jk ≈ 0,

S(G)α ≡ 1
6
ε0ijkGα

ijk ≈ 0,
S(CB)αij ≡ ∇◃

[i|Cα|j] − ∂α
aBa ij ≈ 0,

S(BCβ)a ≡ 1
2
ε0ijk

(
∇iBa jk − Cα

i ◃αaβ ββjk
)
≈ 0 .

(ͷ.ʹͶ)

In the case of P(B)ajk, P(C)αk, P(β)αjk and P(A)ak the consistency condition deter-
mines the following Lagrange multipliers

λ(A)ai ≈ ∇iAa
0 − ∂α

aβαi0 ,

λ(β)αij ≈ ∇◃
[i|βα0|j] − ββij ◃α aβAa

0 ,

λ(C)αi ≈ ∇◃
i Cα

0 + Cβ
i ◃βa

αAa
0 ,

λ(B)aij ≈ ∇[i|Ba
0|j] − Cα

0 ◃α
a
γβγ ij + fabcAb

0Bc
ij − Cα

[i| ◃α
a
γβγ0|j] .

(ͷ.ʹͷ)

The consistency conditions of the secondary constraints (ͷ.ʹͶ) turn out to be iden-
tically satisfied, and produce no new constraints. Note that the consistency con-
ditions leave the Lagrange multipliers

λ(A)a0 , λ(β)α0i , λ(C)α0 , λ(B)a0i , (ͷ.ʹ͸)

undetermined.

ͱͳͲ
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By using (ͷ.ʹͷ), the total Hamiltonian can be written as

HT =

∫
Σ
d3x
[
λ(B)a0i φ(B)ai + λ(C)α0 φ(C)α + λ(β)αi φ(β)αi

+λ(A)a φ(A)a − Ba0i φ(F)ai − Cα0 φ(G)α

−βα0i φ(CB)
αi − Aa0 φ(BCβ)a

]
,

(ͷ.ʹ͹)

where

φ(B)ai = P(B)a0i ,

φ(C)α = P(C)α0 ,

φ(β)αi = P(β)α0i ,

φ(A)ab = P(A)a0 ,

φ(F)ai =
1
2
ε0ijkS(F)ajk −∇jP(B)aij ,

φ(G)α = S(G)α +∇◃
i P(C)αi −

1
2
ββij ◃

β
a
αP(B)aij ,

φ(CB)αi =
1
2
ε0ijkS(CB)αjk−∇◃

j P(β)aij−Cβj ◃
β
a
αP(B)aij + ∂α

aP(A)ai,

φ(BCβ)a = S(BCβ)a +∇iP(A)ai −
1
2
fabcBb

ijP(B)cij

−Cα
i ◃α

a
βP(e)βi −

1
2
βαij ◃α a

βP(β)βij ,

(ͷ.͵Ͱ)

are the first-class constraints, while

χ(B)ajk = P(B)ajk , χ(C)αi = P(C)αi ,

χ(A)ai = P(A)ai , χ(β)αij = P(β)αij .
(ͷ.͵ͱ)

are the second-class constraints.

The Poisson bracket algebra of the first-class constraints is given by

{ φ(G)α(x) , φ(CB)βi(y) } = ◃αaβ φ(F)ai(x) δ(3)(x− y) ,

{ φ(G)α(x) , φ(BCβ)a(y) } = 2 ◃ α
aβ φ(G)β(x) δ(3)(x− y) ,

{ φ(CB)αk(x) , φ(BCβ)a(y) } = ◃βaα φ(BC)βk(x) δ(3)(x− y) ,
{ φ(F)aij(x) , φ(BCβ)b(y) } = 2fabc φ(F)cij(x) δ(3)(x− y) ,
{ φ(BCβ)a(x) , φ(BCβ)b(y) } = 2fcab φ(BCβ)c(x) δ(3)(x− y) .

(ͷ.͵Ͳ)
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Whereas the Poisson bracket algebra between the first and the second-class con-
straints is given by

{ φ(F)ai(x) , χ(A)bj(y) } = −fabc χ(B)cij(x) δ(3)(x− y) ,

{ φ(G)α(x) , χ(A)ai(y) } = − ◃ α
aγ χ(C)γ i(x) δ(3)(x− y) ,

{ φ(G)α(x) , χ(β)βij(y) } = ◃αaβ χ(B)γ ij(x) δ(3)(x− y) ,

{ φ(CB)αi(x) , χ(A)aj(y) } = − ◃ α
a
γ χ(β)γ ij(x) δ(3)(x− y) ,

{ φ(CB)αi(x) , χ(C)βj(y) } = ◃αaβ χ(B)aij(x)δ(3)(x− y) ,

{ φ(BCβ)a(x) , χ(A)bi(y) } = fabc χ(A)ci(x) δ(3)(x− y) ,

{ φ(BCβ)a(x) , χ(β)αjk(y) } = ◃γaα χ(β)γ jk(x) δ(3)(x− y) ,

{ φ(BCβ)a(x) , χ(C)αi(y) } = − ◃ α
a
β χ(C)βi(x) δ(3)(x− y) ,

{ φ(BCβ)a(x) , χ(B)bjk(y) } = −fabc χ(B)cjk(x) δ(3)(x− y) .

(ͷ.͵ͳ)

The elimination of the second class constraints can be achieved by using the Dirac
brackets (DB). It can be shown that the DB algebra of the FC constraints is the
same as the PB algebra (ͷ.͵Ͳ).

Note that the constraints (ͷ.͵Ͱ) and the algebra (ͷ.͵Ͳ) reduce respectively to (ͷ.ͳͱ)
and (ͷ.ͳ͵), if we consider the second-class constraints (ͷ.͵ͱ) as gauge-fixing con-
ditions.

ͷ.ʹ The physical degrees of freedom

In this sectionwewill showͱ that the structure of the constraints implies that there
are no local degrees of freedom in the BFCG theory for a generic Lie 2-group. In
general case, if there are N initial fields in the theory and there are F independent
first-class constraints per space point and S independent second-class constraints
per space point, then the number of local degrees of freedom (DOF), i.e. the
number of independent field components, is given by

n = N− F− S
2
. (ͷ.͵ʹ)

ͱWe are, however, assuming without proof that the constraints are independent.
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The formula (ͷ.͵ʹ) is a consequence of the fact that S second-class constraints are
equivalent to vanishing of S/2 canonical coordinates and S/2 of their momenta.
The F first-class constraints are equivalent to vanishing of F canonical coordinates,
and since the first-class constraints generate the gauge symmetries, we can impose
F gauge-fixing conditions for the corresponding F canonical momenta. Conse-
quently there are 2N − 2F − S independent canonical coordinates and momenta
and therefore 2n = 2N− 2F− S.

In our case, N can be determined from the table

Aa
μ βαμν Cα

μ Ba
μν

4p 6q 4q 6p

where p is the dimensionality of the Lie groupG and q is the dimensionality of the
Lie group H. Consequently N = 10(p+ q).

Similarly, the number of independent components for the second class constraints
is determined by the table

χ(B)ajk χ(C)αi χ(A)ai χ(β)αij
3p 3q 3p 3q

so that S = 6(p+ q).

The first-class constraints are not all independent, since they satisfy the following
relations

∇iφ(F)ai +
1
2
∂αa φ(G)α −

1
2
∂α

a∇◃
i χ(C)αi −

1
2
fabc ∂αb βαij χ(B)

c ij = 0 , (ͷ.͵͵)

∇◃
i φ(CB)αi −

1
2
Cβi ◃

β
aαφ(F)ai + ∂αaS(BCβ)a +

1
2
Fb

ij ◃αbγ χ(β)γij+

+Tβ
jk ◃βaα χ(B)a jk − ∂αa∇iχ(A)a i = 0 .

(ͷ.͵Ͷ)

One can show that

∇iφ(F)ai +
1
2
∂αaφ(G)α −

1
2
∂α

a∇◃
i χ(C)αi −

1
2
fabc∂αbβαijχ(B)c ij =

= εijk∇iFajk , (ͷ.͵ͷ)

which gives (ͷ.͵͵) because εijk∇iFa
jk = 0 is the λ = 0 component of the BI (ͷ.ͱ͹).

In the same way

∇◃
i φ(CB)αi −

1
2
Cβi ◃

β
aαφ(F)ai + ∂αaS(BCβ)a +

+
1
2
Fb

ij ◃αbγ χ(β)γij + Tβ
jk ◃βaα χ(B)a jk − ∂αa∇iχ(A)a i (ͷ.͵͸)

= εijk
(
∇◃

i Tαjk − ◃αaβFa
jkC

β
i

)
.
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The right-hand side of the equation (ͷ.͵͸) is the λ = 0 component of the Bianchi
identity (ͷ.ͲͰ), so that (ͷ.͵͸) gives the relation (ͷ.͵Ͷ).

As discussed in [ͱͱʹ] for the case of the Poincaré Ͳ-group, only the λ = 0 compo-
nents of the BI give new restrictions on the canonical variables, because those BI
do not contain the time derivatives of the fields. The BI components with λ ̸= 0
will contain the time derivatives of the fields and hence must be consequences of
the equations of motion (EOM). Related to this is the fact that the Bianchi identi-
ties associated to the Ͳ-forms β and B do not induce any new relations among the
constraints, see [ͱͱʹ]. Namely, the corresponding BI (ͷ.ͲͲ) and (ͷ.Ͳͳ) contain the
time derivatives of the fields, so that the equations (ͷ.ͲͲ) and (ͷ.Ͳͳ) are necessar-
ily consequences of the EOM, and hence do not represent additional restrictions
on the canonical variables.

The number of components of the first-class constraints can be obtained from the
table

φ(B)ai φ(C)α φ(β)αi φ(A)a φ(F)ai φ(G)α φ(CB)αi φ(BCβ)a
3p q 3q p 3p q 3q p

The number of independent components for the first-class constraints is given
by

F = 8(p+ q)− p− q = 7(p+ q) ,

where we have subtracted the p relations (ͷ.͵͵) and the q relations (ͷ.͵Ͷ). There-
fore,

n = 10(p+ q)− 7(p+ q)− 6(p+ q)
2

= 0 , (ͷ.͵͹)

and consequently, under the present assumptions (see footnote ͱ) there are no
local DOF in the BFCG theory. Hence the physical DOF are global, and can be
identified with the coordinates on the moduli space of the flat Ͳ-connections on
the ͳ-manifold Σ, see [ͱͱͳ] for the case of the Poincaré Ͳ-group.
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8
Hamiltonian analysis of the BFCG
theory for the Poincaré Ͳ-group

In this chapter we present the the BFCG theory for the Poincaré 2-group and a
canonical analysis of this theory. This is original work published in [ͱͱͳ, ͱͱʹ].

The structure of this chapter is as follows.. In section ͸.ͱ we give the motivation
for the BFCG theory for the Poincaré 2-group. In section ͸.Ͳ we introduce in de-
tail the actions for the BFCG theory and the topological Poincaré gauge theory —
as well as the relations between them—, we give a short overview of the Lagrange
equations of motion, and prepare for the Hamiltonian analysis. The bulk of the
Hamiltonian analysis is done in section ͸.ͳ. We evaluate the conjugate momenta
for the fields, obtain the primary constraints and construct the Hamiltonian of
the theory. Then we impose consistency conditions on the primary constraints,
which leads to secondary constraints and some determined Lagrange multipliers.
The consistency conditions of the secondary constraints turn out to be satisfied
identically, and do not introduce any new constraints. The constraints are then
separated into first and second class, and their algebra is computed. Finally, the
number of physical degrees of freedom is calculated, and ends up being zero, con-
firming that the theory is indeed topological. Building on these results, in section
͸.ʹ we construct the Dirac brackets, which facilitate the elimination of the sec-
ond class constraints from the theory, leading to the reduction of the phase space.
Section ͸.͵ is devoted to the study of the properties of the reduced phase space,
with the emphasis on the differences between the BFCGmodel and the topologi-
cal Poincaré gauge theory. . Appendix B provides some technical details about the
derivation and the discussion of the Bianchi identities, used in themain text.
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ͼ.͵. The BFCG theory

Regarding notation in this Chapter the capital Latin indices A,B,C, . . . represent
multi-index notation, and are used to count the second class constraints. Antisym-
metrization is denoted with the square brackets around the indices (Cf. equation
(Ͳ.ͲͰ)),

A[ab] =
1
2
(Aab − Aba) . (͸.ͱ)

About the notation and conventions for Poisson brackets see footnote ͵ in chapter
ͳ.

͸.ͱ The BFCG theory

The canonical formulation of General Relativity is generally viewed as a prereq-
uisite for a non-perturbative and background-metric independent quantization
of this theory (see chapter ͵). When using the spatial metric and its canonically
conjugate momentum as the degrees of freedom for the gravitational field, one
obtains a non-polynomial Hamiltonian Constraint (ʹ.ͳͰ) and (͵.͹). Consequently
the corresponding operator in the canonical quantization yields the WdW equa-
tion (͵.ͱ͵) which is a complex mathematical object because it is difficult to define
in a rigorous way, and generally nearly impossible to solve.

The situation improves if the Ashtekar variables are used, see section ͵.ͱ. These
are given by, equation (͵.ͱͶ), an SU(2) complex connection on the spatial manifold
and its canonically conjugate momentum (͵.ͱ͸). One then obtains a polynomial
Hamiltonian Constraint (equation (͵.Ͳʹ) with the choice γ = ±i), but since the
connection is complex, this introduces an additional non-polynomial constraint,
the reality condition, which makes the quantization complicated. One can also
use the real Ashtekar connection (see section ͵.ʹ and [͹Ͷ]) but then the constraint
(͵.Ͳʹ) becomes again non-polynomial.

In any case, the fact that the basic canonical variables are analogous to the ones
used in the SU(2) Yang-Mills gauge theory , makes it possible (as we saw in chapter
͵) to use the holonomy (͵.ͳͳ) and the flux (͵.ͳ͵) (or its gauge invariant modifica-
tion (͵.ͳ͹)) variables, which leads to spin-network variables and LQG.

The difficulties stymying progress in the Hamiltonian approach led to the devel-
opment of a path-integral quantization method known as spin-foam models, (see
[ͱͱ͵]).

Just as a spin-network (or s-knot) represents a discretized 3-dimensional space,
a spin-foam may be viewed as a discretization of space-time. In a related way,
spin-foams may be regarded as the time evolution of spin-networks.
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Chapter ͼ. Hamiltonian analysis of the BFCG theory for the Poincaré Ͷ-group

A spin-foam (further details can be found in [ͱͱͶ, ͱͱͷ]) F = (Δ∗ , jf , ie), consists
of:

• A two-dimensional cellular complex Δ∗ͱ that is, a combinatorial structure
consisting of faces f intersecting at edges e which in turn meet at vertices v;

• the faces f are coloured by irreducible group representations jf;

• and the edges are coloured by intertwiners ie.

We can look at the colouring mentioned above as some kinematical information
inherited from the boudary states. These are one dimensional cellular complexes
(graphs) obtained by intersecting the spin-foam with codimension-one surfaces.
The graphs are coloured in the way described in section ͵.ʹ. So we have a spin-
foam which encodes information about space-time with the boundaries being
spin-networks (which represent a discretization of space). In this way, we can
think of the sum over different spin-foams as a discrete path integral over possi-
ble geometries, interpolating between given boundary information.

To calculate transition amplitudes we must assign complex amplitudes Af(jf) to
faces, Ae(jf⊃e, ie) to edges and Av(jf⊃v, ie⊃v) to vertices of F . Where the notation
f ⊃ emeans that the faces fmeet at edge e, and likewise for the others.

The transition amplitude, for a spin-foam with a 2-complex Δ∗ interpolating be-
tween two graphs S1 and S2, is given by,

W(Δ∗) ≡
∫

dμ{jf}
∫

dμ{ie}
∏
f

Af(jf)
∏
e

Ae(jf⊃e, ie)
∏
v

Av(jf⊃v, ie⊃v) . (͸.Ͳ)

In this expression, dμ{jf} and dμ{ie} are the integration measures depending on
the group theoretical data used to colour the 2-complex. However, if the spin
foam model is constructed with a compact Lie Group, then the integrals become
discrete sums over all the representations colouring the faces and intertwiners
colouring the the edges of the two-dimensional complex.

Spin foams replace the problems besetting the Hamiltonian formulation of LQG,
with difficulties of equal — if not greater — magnitude. First of all, there is the
problem of the divergence and regularization of (͸.Ͳ). There is also the issue of
the classical limit of a spin foammodel [ͱͱ͸] and that of the coupling of fermionic
matter [ͱͱ͸, ͱͱ͹]. These questions are related to the fact that the edge-lengths, or
the tetrads, are not always defined in a spin-foam model of quantum gravity. We

ͱSometimes the dual two-dimensional complex is used (see [ͱͱͷ] for the definition).
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ͼ.͵. The BFCG theory

therefore see a need for a model of QG were the tetrads (the edge-lengths) are
present.

The BFCG theory (Ͷ.ʹʹ), a categorical generalization of the BF model, has ex-
actly the property we need, if we choose to build the theory upon the Pincaré
2-group.

The importance of the BFCG theory for the Poincaré 2-group, defined by the
choice G = SO(3, 1) and H = R4 (see section Ͷ.Ͳ equations (Ͷ.ͲͲ) and (Ͷ.Ͳ͵) for
the definitions), lies in the fact that one can construct the action for GR by sim-
ply adding an additional term to the BFCG action, called the simplicity constraint
(Ͳ.ͱ͵Ͳ), thus we have the following action:

S =

∫
M
⟨B ∧ R⟩g + ⟨e ∧ G⟩h − ⟨φ ∧ (B− ⋆(e ∧ e))⟩g . (͸.ͳ)

Here we have made the identifications C ≡ e and F ≡ R, since in the case of the
Poincaré 2-group these fields have the interpretation of the tetrad fieldͲ and the
curvature two-form for the spin connection A ≡ ω. The g-valued two-form φ is an
additional Lagrange multiplier, featuring in the simplicity constraint term. The ⋆
is the Hodge dual operator for the Minkowski space. See [ͱͱ͹] for details.

The constrained BFCG theory (͸.ͳ) see also appendix D is in full analogy to the
Plebanski model (Ͳ.ͱ͵ͳ), where GR is constructed by enforcing a suitable simplic-
ity constraint upon the BF theory based on the Lorentz group. However, in con-
trast to the Plebanski model, the constrained BFCGmodel has one big advantage.
Namely, the Lagrangemultiplier C has the interpretation of the tetrad field, which
is therefore explicitly present in the topological sector of the action. This is not
the case for the Plebanski model, where the simplicity constraint merely infers
the implicit existence of the tetrad fields. Upon the covariant quantization, the
Plebanski action gives rise to spin-foam models, while the constrained BFCG ac-
tion gives rise to the spin-cube model. These are categorical generalizations of
spin-foam models, they consist of a coloured 3-complex. The colouring in turn is
given by objects, morphisms and 2-morphisms of a 2-category representation of
the relevant 2-group (for details the reader is referred to [ͱͱ͸]) . Then, the explicit
presence of the tetrad in (͸.ͳ) enables us to easily couple matter fields to gravity in
the spin-cube model, in contrast to spin-foam models where this is a notoriously
hard problem.

As a classical theory, the constrained BFCG action lends itself also to the canonical
quantization programme. In the canonical approach (see Chap. ͳ), the first and

ͲThis identification is base on the fact that the transformation properties of the one-forms Ca

are the same as those of the tetrad one forms ea (see [ͱͱ͹] for details) under local Lorentz and
diffeomorphism transformations.

ͱʹͰ



Chapter ͼ. Hamiltonian analysis of the BFCG theory for the Poincaré Ͷ-group

crucial step is to perform the Hamiltonian analysis of the theory, study the algebra
of constraints, and eliminate second class constraints from the theory. However,
due to the technical complexity of the Hamiltonian analysis, it is wise to discuss
the pure BFCG theory first, leaving the constrained theory for later. That is the
aim of this Chapter largely based in [ͱͱʹ]. We will perform the full Hamiltonian
analysis of the unconstrained BFCG theory based on the Poincaré 2-group, as a
preparation for the more complicated case of the constrained BFCG theory (͸.ͳ).
The similar analysis has been done for the BF theory in [ͷ͸], and our analysis rep-
resents the generalization of that work to the BFCG case. The analysis here can
also be viewed as a special case of the one we presented in chapter ͷ. However, in
our work we took the opposite route, beginning with the Poincaré 2-group case
and later, generalizing some parts of this to the case of a generic Lie 2-group. Fur-
thermore, since our main interest is quantum gravity it is instructive to see the
specific details of the analysis unfolding when we apply the Dirac procedure to
the topological BFCG theory for the Poincaré 2-group.

We should note that the Hamiltonian analysis of the BFCGmodel has been done
in a gauge-fixed form in [ͱͱͳ]. Here we improve those results by providing a gauge-
invariant canonical analysis.

There is an interesting relationship between the BFCG theory for the Poincaré
2-group on one hand, and the topological Poincaré gauge theory on the other.
Perhaps surprisingly, the two theories are equivalent, while their Hamiltonian
structure is vastly different. This was discussed to an extent in [ͱͱͳ], but the full
Hamiltonian analysis presented here is naturally suited to a more complete com-
parison of the Hamiltonian formulations for the BFCG theory and the topological
Poincaré gauge theory. The results of this comparison are especially intriguing,
and provide additional insight into the structure of the theory.

͸.Ͳ BFCG action

The BFCG theory for the Poincaré 2-group is defined by the action

SBFCG =

∫
M

Bab ∧ Rab + ea ∧ Ga . (͸.ʹ)

The variables of this action are the one-forms ea, ωab and the two-forms Bab, βa.
The curvatures Rab and Ga are the field strengths of the Ͳ-connection (ωab, βa),

Rab = dωab + ωa
c ∧ ωcb , (͸.͵)
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ͼ.Ͷ. BFCG action

Ga = ∇βa ≡ dβa + ωa
b ∧ βb . (͸.Ͷ)

The fields Bab and ea play the role of the Lagrange multipliers.

It is also convenient to introduce torsion as the field strength for the tetrad ea,

Ta = ∇ea ≡ dea + ωa
b ∧ eb . (͸.ͷ)

Then, performing a partial integration in the second term in (͸.ʹ) and using the
Stokes theorem one can rewrite the action as

STPGT =
∫
M

Bab ∧ Rab + βa ∧ Ta −
∫
∂M

ea ∧ βa , (͸.͸)

where now Bab and βa play the role of Lagrange multipliers. Aside from the imma-
terial boundary term, this action represents the topological Poincaré gauge theory
(TPGT). In order to fully appreciate the relationship between the two theories in
the sense of the Hamiltonian analysis, let us introduce a parameter ξ ∈ R and
rewrite the action as

S =

∫
M

Bab ∧ Rab + ξea ∧ Ga + (1− ξ)βa ∧ Ta , (͸.͹)

where we have dropped the boundary term. It is obvious that the action (͸.͹) is
a convenient interpolation between (͸.ʹ) and (͸.͸), to which it reduces for the
choices ξ = 1 and ξ = 0, respectively. The action (͸.͹) will therefore be the
starting point for the Hamiltonian analysis.

It is also clear that all three actions (͸.ʹ), (͸.͸) and (͸.͹) give rise to the same set
of equations of motion, since these do not depend on the boundary. Taking the
variation of (͸.͹) with respect to all the variables, one obtains

δB : Rab = 0 ,
δβ : Ta = 0 ,
δe : Ga = 0 ,
δω : ∇Bab − e[a ∧ βb] = 0 ,

(͸.ͱͰ)

where
∇Bab ≡ dBab + ωa

c ∧ Bcb + ωb
c ∧ Bac . (͸.ͱͱ)

The first two equations ofmotion are equivalent to the Einstein vacuumfield equa-
tions, while the third and fourth determine βa and Bab. As we shall see later, there
are no local propagating degrees of freedom in the theory.
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Chapter ͼ. Hamiltonian analysis of the BFCG theory for the Poincaré Ͷ-group

Finally, for the convenience of the Hamiltonian analysis, we need to rewrite both
the action and the equations of motion in a local coordinate frame. Choosing dxμ
as basis one-forms, we can expand the fields in the standard fashion:

ea = eaμdxμ , ωab = ωab
μdxμ , (͸.ͱͲ)

Bab =
1
2
Bab

μνdxμ ∧ dxν , βa =
1
2
βaμνdxμ ∧ dxν . (͸.ͱͳ)

Similarly, the field strengths for ω, e and β are

Rab =
1
2
Rab

μνdxμ ∧ dxν ,

Ta =
1
2
Taμνdxμ ∧ dxν ,

Ga =
1
6
Ga

μνρdxμ ∧ dxν ∧ dxρ .

(͸.ͱʹ)

Using the relations (͸.͵), (͸.Ͷ) and (͸.ͷ), we can write the component equations

Rab
μν = ∂μωab

ν − ∂νωab
μ + ωa

cμωcb
ν − ωa

cνωcb
μ ,

Taμν = ∂μeaν − ∂νeaμ + ωa
bμebν − ωa

bνebμ ,

Ga
μνρ = ∂μβaνρ + ∂νβaρμ + ∂ρβaμν + ωa

bμβbνρ + ωa
bνβbρμ + ωa

bρβbμν .

(͸.ͱ͵)

Substituting expansions (͸.ͱͲ), (͸.ͱͳ) and (͸.ͱʹ) into the action, we obtain

S =

∫
M

d4x εμνρσ
[
1
4
BabμνRab

ρσ +
ξ
6
eaμGa

νρσ +
1− ξ
4

βaμνT
a
ρσ

]
. (͸.ͱͶ)

Assuming that the spacetime manifold has the topologyM = Σ×R, where Σ is a
ͳ-dimensional spacelike hypersurface, from the above action we can read off the
Lagrangian, which is the integral of the Lagrangian density over the hypersurface
Σ:

L =

∫
Σ
d3x εμνρσ

[
1
4
BabμνRab

ρσ +
ξ
6
eaμGa

νρσ +
1− ξ
4

βaμνT
a
ρσ

]
. (͸.ͱͷ)

Finally, the component form of equations of motion is:

Rab
μν = 0 , Taμν = 0 , Ga

μνρ = 0 ,

ελμνρ
[
∇ρBab

μν − e[aρβb]μν
]
= 0 .

(͸.ͱ͸)
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ͼ.ͷ. Hamiltonian analysis

͸.ͳ Hamiltonian analysis

Nowwe turn to the Hamiltonian analysis of the BFCG theory. A review of the gen-
eral formalism can be found in chapter ͳ. In addition, the equivalent procedure
for the ordinary BF theory has been done in [ͷ͸] see also section ͳ.ͱʹ.

As a first step, we calculate the momenta π corresponding to the field variables
Bab

μν, eaμ, ωab
μ and βaμν. Differentiating the Lagrangian with respect to the time

derivative of the appropriate fields, we obtain the momenta as follows:

π(B)abμν =
δL

δ∂0Babμν
= 0 ,

π(e)aμ =
δL

δ∂0eaμ
=

1− ξ
2

ε0μνρβaνρ ,

π(ω)abμ =
δL

δ∂0ωabμ
= ε0μνρBabνρ ,

π(β)aμν =
δL

δ∂0βaμν
= −ξε0μνρeaρ .

(͸.ͱ͹)

None of the momenta can be solved for the corresponding “velocities”, so they all
give rise to primary constraints:

P(B)abμν ≡ π(B)abμν ≈ 0 ,

P(e)aμ ≡ π(e)aμ −
1− ξ
2

ε0μνρβaνρ ≈ 0 ,

P(ω)abμ ≡ π(ω)abμ − ε0μνρBabνρ ≈ 0 ,

P(β)aμν ≡ π(β)aμν + ξε0μνρeaρ ≈ 0 .

(͸.ͲͰ)

The weak, on-shell equality is denoted “≈”, as opposed to the strong, off-shell
equality which is denoted by the usual symbol “=”.

Next we introduce the fundamental simultaneous Poisson brackets between the
fields and their conjugate momenta,

{Bab
μν , π(B)cdρσ } = 4δa[cδ

b
d]δ

ρ
[μδ

σ
ν]δ

(3) ,

{ eaμ , π(e)bν } = δabδ
ν
μδ

(3) ,

{ωab
μ , π(ω)cdν } = 2δa[cδ

b
d]δ

ν
μδ

(3) ,

{ βaμν , π(β)bρσ } = 2δabδ
ρ
[μδ

σ
ν]δ

(3) ,

(͸.Ͳͱ)
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and we employ them to calculate the algebra of primary constraints,

{P(B)abjk , P(ω)cdi } = 4ε0ijkδa[cδ
b
d]δ

(3),

{P(e)ak , P(β)bij } = −ε0ijkδabδ
(3),

(͸.ͲͲ)

while all other Poisson brackets vanish. Note that the algebra of primary con-
straints is independent of ξ.

Next we construct the canonical, on-shell Hamiltonian:

Hc =

∫
Σ
d3x
[
1
4
π(B)abμν∂0Bab

μν + π(e)aμ∂0eaμ+

+
1
2
π(ω)abμ∂0ωab

μ +
1
2
π(β)aμν∂0βaμν

]
− L .

(͸.Ͳͳ)

The factors 1/4 and 1/2 are introduced to prevent overcounting of variables. Using
(͸.ͱ͵) and (͸.ͱͷ), one can rearrange the expressions such that all velocities are
multiplied by primary constraints, and therefore vanish from the Hamiltonian.
After some algebra, the resulting expression can be written as

Hc = −
∫

d3x ε0ijk
[
1
2
Bab0iRab

jk +
1
6
ea0Ga

ijk+

+
1
2
βa0kT

a
ij +

1
2
ωab0

(
∇iBab

jk − eaiβbjk
)]

,
(͸.Ͳʹ)

up to a boundary term. The canonical Hamiltonian does not depend on any mo-
menta, but only on fields and their spatial derivatives. Also, note that it does not
depend on ξ either. Finally, introducing Lagrange multipliers λ for each of the
primary constraints, we construct the total, off-shell Hamiltonian:

HT = Hc+

∫
d3x
[
λ(e)aμP(e)aμ+

1
2
λ(ω)abμP(ω)abμ

+
1
4
λ(B)abμνP(B)abμν +

1
2
λ(β)aμνP(β)aμν

]
.

(͸.Ͳ͵)

We proceed with the calculation of the consistency requirements for the primary
constraints,

Ṗ ≡ {P , HT } ≈ 0 . (͸.ͲͶ)

Half of the consistency requirements will give the secondary constraints S, while
the other half will determine some of the multipliers λ. In particular, requiring
that

Ṗ(B)ab0i ≈ 0 , Ṗ(e)a0 ≈ 0 ,
Ṗ(β)a0i ≈ 0 , Ṗ(ω)ab0 ≈ 0 , (͸.Ͳͷ)
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we obtain the following secondary constraints:

S(R)abjk ≡ Rab
jk ≈ 0,

S(G)a ≡ ε0ijkGa
ijk ≈ 0,

S(T)aij ≡ Taij ≈ 0,
S(B)ab ≡ ε0ijk

(
∇iBab

jk − e[aiβb]jk
)
≈ 0.

(͸.Ͳ͸)

The remaining consistency conditions for the primary constraints,

Ṗ(B)abjk ≈ 0 , Ṗ(e)ak ≈ 0 ,
Ṗ(β)ajk ≈ 0 , Ṗ(ω)abk ≈ 0 , (͸.Ͳ͹)

determine the following multipliers:

λ(ω)abi ≈ ∇iωab
0 ,

λ(β)aij ≈ 2∇[jβai]0 − ωa
b0βbij ,

λ(e)ai ≈ ∇iea0 − ωa
b0ebi ,

λ(B)abij ≈ 2∇[jBab
i]0 + 2ω[a

c0Bb]c
ij + e[a0βb]ij + e[ajβb]0i − e[aiβb]0j .

(͸.ͳͰ)

This leaves the multipliers

λ(ω)ab0 , λ(β)a0i , λ(e)a0 , λ(B)ab0i , (͸.ͳͱ)

undetermined.

As the next step we impose the consistency conditions for the secondary con-
straints (͸.Ͳ͸),

Ṡ(R)abjk ≈ 0 , Ṡ(G)a ≈ 0 ,
Ṡ(T)aij ≈ 0 , Ṡ(B)ab ≈ 0 .

(͸.ͳͲ)

After a straightforward but lengthy calculation, it turns out that all these condi-
tions are identically satisfied, producing no new constraints and determining no
additional multipliers. Therefore, at this point all the consistency conditions have
been exhausted.

Once we have found all the constraints in the theory, we need to classify them into
first and second class. While some of the second class constraints can already be
read from (͸.ͲͲ), the classification is not easy since constraints are unique only up
to linear combinations. Themost efficient way to tabulate all first class constraints
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is to substitute all determined multipliers into the total Hamiltonian (͸.Ͳ͵) and
rewrite it in the form

HT =

∫
d3x
[
1
2
λ(B)ab0i φ(B)abi + λ(e)a0 φ(e)a + λ(β)ai φ(β)ai

+
1
2
λ(ω)ab φ(ω)ab −

1
2
Bab0i φ(R)abi − ea0 φ(G)a

−βa0i φ(T)
ai − 1

2
ωab0 φ(∇B)ab

]
.

(͸.ͳͳ)

The quantities φ are linear combinations of constraints, but must all be first class,
since the total Hamiltonian weakly commutes with all constraints. Written in
terms of primary and secondary constraints, they are:

φ(B)abi = P(B)ab0i ,

φ(e)a = P(e)a0 ,

φ(β)ai = P(β)a0i ,

φ(ω)ab = P(ω)ab0 ,

φ(R)abi = ε0ijkS(R)abjk −∇jP(B)abij ,

φ(G)a =
1
6
S(G)a +∇iP(e)ai −

1
4
βbijP(B)

abij ,

φ(T)ai =
1
2
ε0ijkS(T)ajk−∇jP(β)aij+

1
2
ebjP(B)abij,

φ(∇B)ab = S(B)ab +∇iP(ω)abi − B[a
cijP(B)b]cij

−2e[aiP(e)b]i − β[aijP(β)b]ij .

(͸.ͳʹ)

These are the first class constraints in the theory. The remaining constraints are
second class:

χ(B)abjk = P(B)abjk , χ(e)ai = P(e)ai ,

χ(ω)abi = P(ω)abi , χ(β)aij = P(β)aij .
(͸.ͳ͵)

In order to calculate the full algebra of constraints, it is convenient to express them
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as functions of fundamental variables, as follows:

φ(B)abi = π(B)ab0i ,

φ(e)a = π(e)a0 ,

φ(β)ai = π(β)a0i ,

φ(ω)ab = π(ω)ab0 ,

φ(R)abi = ε0ijkRab
jk −∇jπ(B)abij ,

φ(G)a =
ξ
6
ε0ijkGa

ijk +∇iπ(e)ai −
1
4
βbijπ(B)

abij ,

φ(T)ai =
1− ξ
2

ε0ijkTajk −∇jπ(β)aij +
1
2
ebjπ(B)abij,

φ(∇B)ab = ∇iπ(ω)abi − B[a
cijπ(B)b]cij − 2e[aiπ(e)b]i − β[aijπ(β)b]ij ,

(͸.ͳͶ)

and
χ(B)abjk = π(B)abjk ,

χ(e)ai = π(e)ai −
1− ξ
2

ε0ijkβajk ,

χ(ω)abi = π(ω)abi − ε0ijkBabjk ,

χ(β)aij = π(β)aij + ξε0ijkeak .

(͸.ͳͷ)

The algebra between the first class constraints is then

{ φ(G)a , φ(T)bi } = −φ(R)abiδ(3) ,

{ φ(G)a , φ(∇B)cd } = 2δa[cφ(G)d]δ
(3) ,

{ φ(T)ai , φ(∇B)cd } = 2δa[cφ(T)d]iδ
(3) ,

{ φ(R)abi , φ(∇B)cd } = −4δ[a[cφ(R)
b]
d]
iδ(3) ,

{ φ(∇B)ab , φ(∇B)cd } = −4δ[a[cφ(∇B)b]d]δ(3) ,

(͸.ͳ͸)

the algebra between the second class constraints is, according to (͸.ͲͲ),

{ χ(B)abjk , χ(ω)cdi } = 4ε0ijkδa[cδ
b
d]δ

(3) ,

{ χ(e)ak , χ(β)bij } = −ε0ijkδabδ
(3) ,

(͸.ͳ͹)
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while the algebra between the first and second class constraints is

{ φ(R)abi , χ(ω)cdj } = 4δ[a[c χ(B)
b]
d]
ijδ(3) ,

{ φ(G)a , χ(ω)cdi } = 2δa[cχ(e)d]iδ
(3) ,

{ φ(G)a , χ(β)cjk } = −1
2 χ(B)

a
c
jkδ(3) ,

{ φ(T)ai , χ(ω)cdj } = −2δa[cχ(β)d]ijδ(3) ,

{ φ(T)ai , χ(e)bj } = 1
2 χ(B)

a
b
ijδ(3) ,

{ φ(∇B)ab , χ(ω)cdi } = 4δ[a[c χ(ω)d]
b]iδ(3) ,

{ φ(∇B)ab , χ(β)cjk } = −2δ[ac χ(β)b]jkδ(3) ,

{ φ(∇B)ab , χ(e)ci } = −2δ[ac χ(e)b]iδ(3) ,

{ φ(∇B)ab , χ(B)cdjk } = 4δ[a[c χ(B)d]
b]jkδ(3) .

(͸.ʹͰ)

All other Poisson brackets among φ and χ are zero.

We see that the algebra is closed, and all Poisson brackets involving φ constraints
weakly vanish, confirming that all φ are indeed first class. Also, the Poisson brack-
ets between χ constraints do not weakly vanish, confirming that χ are indeed sec-
ond class. Finally, note that the structure constants do not depend on ξ, despite
the fact that the constraints φ and χ do.

The last main step in the Hamiltonian analysis is the counting of the physical de-
grees of freedom. Given N initial independent fields in the theory, the dimension
of the phase space per point is 2N. From this one subtracts the total number F
of first class constraints per point , the total number S of second class constraints
per point, and the total number F of gauge fixing conditions per point. The result
is the dimension of the phase space per point, 2n, where n is the number of local
degrees of freedom. Thus we have the general formula (see section ͳ.͹),

n = N− F− S
2
. (͸.ʹͱ)

The number of independent field components for each of the fundamental fields
is

ωab
μ βaμν eaμ Bab

μν
24 24 16 36
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ͼ.ͷ. Hamiltonian analysis

which gives the total N = 100. Similarly, the number of independent components
for the second class constraints is

χ(B)abjk χ(e)ai χ(ω)abi χ(β)aij
18 12 18 12

which gives the total S = 60. Regarding the first class constraints, the situation
is a little more complicated, due to the presence of Bianchi identities (see the
Appendix). In particular, not all components of φ(R)abi and φ(T)ai are independent.
To see this, take the derivative of φ(R)abi to obtain

∇iφ(R)abi = ε0ijk∇iRab
jk + Rc[a

ijπ(B)cb]ij . (͸.ʹͲ)

The first term on the right-hand side is zero off-shell as a consequence of the
second Bianchi identity (B.͸). The second term on the right-hand side is also zero
off-shell, since it is a product of two constraints,

Rc[a
ijπ(B)cb]ij ≡ S(R)c[aijP(B)cb]ij = 0 . (͸.ʹͳ)

Therefore, we have the off-shell identity

∇iφ(R)abi = 0 , (͸.ʹʹ)

which means that 6 components of φ(R)abi are not independent of the others. In
a similar fashion, we can calculate the following linear combination:

∇iφ(T)ai −
1
2
ebiφ(R)abi =

=
1− ξ
2

ε0ijk
[
∇iTajk − Rab

ijebk
]

− 1
2
S(R)acijχ(B)cij +

1
4
S(T)bijP(B)abij .

(͸.ʹ͵)

The term in the square brackets is zero off-shell as a consequence of the first
Bianchi identity (B.ͷ). Additionally, the remaining two terms are products of con-
straints, and therefore also zero off-shell. Thus we have another off-shell identity,

∇iφ(T)ai −
1
2
ebiφ(R)abi = 0 , (͸.ʹͶ)

which means that 4 components of φ(T)ai are not independent of the others.

Taking (͸.ʹʹ) and (͸.ʹͶ) into account, the number of independent components
of the first class constraints is

φ(B)abi φ(e)a φ(β)ai φ(ω)ab φ(R)abi φ(G)a φ(T)ai φ(∇B)ab
18 4 12 6 18− 6 4 12− 4 6
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which gives the total of F = 70. Finally, substituting N, F and S into (͸.ʹͱ), we
obtain:

n = 100− 70− 60
2

= 0 . (͸.ʹͷ)

We conclude that the theory has no physical degrees of freedomͳ.

As the final point of the analysis, we note that one can introduce the following
canonical transformation on the phase space of the theory:

π(β)aij → π̃(β)aij = π(β)aij + (1− 2ξ) ε0ijkeak ,

π(e)ai → π̃(e)ai = π(e)ai +
(
1
2
− ξ
)
ε0ijkβajk ,

(͸.ʹ͸)

while all other fields and momenta map identically onto themselves. It is easy to
check that this change of variables is indeed canonical, since it does not change
the Poisson structure. Moreover, the Hamiltonian (͸.ͳͳ) and the primary and
secondary constraints (͸.ͳͶ) and (͸.ͳͷ) all transform such that

ξ → ξ̃ = 1− ξ . (͸.ʹ͹)

This is a symmetry of the action (͸.͹) up to the boundary term, since

S[1− ξ] = S[ξ]−
∫
∂M

ea ∧ βa . (͸.͵Ͱ)

At the level of the full phase space, the canonical transformation (͸.ʹ͸) therefore
maps between ξ and 1− ξ, in particular between the BFCG theory (ξ = 1) and the
TPGT theory (ξ = 0). Nevertheless, after the elimination of the second class con-
straints and the phase space reduction, the situation will be more complicated, as
we shall see in section ͸.͵. The canonical transformation between the BFCG and
TPGT will still exist, but it will be singular in a certain sense, and not expressible
in the generic form (͸.ʹ͸). This will be discussed in detail in section ͸.͵.

The gauge generator for the BFCG theory specialized to the Poincaré 2-group is
given by,

G =

∫
d3x
(
(∇0εabi)φ(B)abi + (∇0εab)φ(ω)ab + (∇0εai)φ(β)a0i+

+ (∇0εa)φ(e)a + εabiφ(R)abi + εabφ(∇B)ab + εaφ(G)a+
+ εaiφ(T)ai + εaeb0φ(B)ab0i + εabB[a|c| 0iφ(B)cb]0i+
∗ εabβ[a 0iφ(β)b]

0i
) (͸.͵ͱ)

ͳLike in the last chapter, we stress that we have not provided an explicit proof of the indepen-
dence of the constraints we found in this analysis.
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And the gauge transformations can be found from (͸.͵ͱ) using (͸.ͳͶ) and (ͳ.Ͷ͹).
They are,

δ0ωab
0 = ∇0εab

δ0ωab
i = −∇iεab

δ0Bab
0i = ∇0εabi

δ0Bab
ij = ∇[iεabj] + ε[a|c|Bc

b]
ij + ε[aβb]ij + ε[a[ieb]j]

δ0ea0 = ∇0εa
δ0ωa

i = −∇iεa + εabeb i
δ0βa0i = ∇0εai
δ0βaij = ∇[iεaj] + εabβb ij

δ0π(ω)ab0 = 0
δ0π(ω)abi = εijk∇jεabk + 4π(B)[acikε|c|b]k + 2π(ω)[a|c|iεcb]

+ 2π(e)[aiεb] + 2π(β)[aijεb]j
δ0π(B)ab0i = 0
δ0π(B)abij = −2π(B)[a|c|ijεcb]
δ0π(e)a0 = 0

δ0π(e)ai =
1− ξ
2

ε0ijk∇iεak +
1
2
π(B)ab ijεb j + εabπ(e)b i

δ0π(β)a0i = 0

δ0π(β)aij =
ξ
6
ε0ijk∇iεa − εbπ(B)abij + εabπ(β)b ij

, .

(͸.͵Ͳ)

These transformation are an extension of (Ͷ.ͳ͹) (Ͷ.ʹͰ) (Ͷ.ʹ͵) (Ͷ.ʹͶ) for the case
of the Poincaré 2-group. Thus we have a very close parallel to the BF case (see
section ͳ.ͱʹ and [ͷ͸]).

͸.ʹ Dirac brackets

After the Hamiltonian analysis has been completed, we proceed to eliminate the
second class constraints from the theory. This is done by introducing the Dirac
brackets, defined as:

{F(t, x) , G(t, x′) }D = {F(t, x) , G(t, x′) } −

−
∫
Σ
d3y
∫
Σ
d3y′{F(t, x) , χA(t, y) }Δ−1AB(t, y, y

′){ χB(t, y′) , G(t, x′) } ,
(͸.͵ͳ)
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where F and G are some functions of the phase space variables, while the kernel
Δ−1AB(t, y, y′) is the inverse of

ΔAB(t, y, y′) ≡ { χA(t, y) , χB(t, y′) } . (͸.͵ʹ)

Themulti-indices A and B count all 60 independent second class constraints.

In order to evaluate the kernel Δ−1 and make the general definition (͸.͵ͳ) more
manageable, we proceed in several steps. First, from the Poisson brackets (͸.ͳ͹)
we see that ΔAB(t, x, y) is diagonal in the space variables x and y, i.e. it can be
written as

ΔAB(t, x, y) = ΔAB(t)δ(3)(x− y) . (͸.͵͵)

That means that its inverse will also be diagonal in those variables,

Δ−1AB(t, y, y
′) = Δ−1AB(t)δ

(3)(y− y′) , (͸.͵Ͷ)

so that ∫
Σ
d3y ΔAB(t, x, y)Δ−1BC(t, y, y

′) = δACδ
(3)(x− y′) , (͸.͵ͷ)

provided that
ΔAB(t)Δ−1BC(t) = δAC . (͸.͵͸)

From now on we will drop the explicit dependence of time from the notation of
these matrices, for convenience. Substituting (͸.͵Ͷ) into (͸.͵ͳ) and integrating
over y′, the Dirac brackets can be written in a simpler form

{F , G }D = {F , G } −
∫
Σ
d3y{F , χA(y) }Δ−1AB{ χB(y) , G } , (͸.͵͹)

where we have again simplified the notation by implicitly assuming appropriate
spacetime dependence of variables F and G.

As a second step, if we rewrite χA and χB as quadruples

χA =
(
χ(B)abij, χ(ω)abi, χ(e)ai, χ(β)aij

)
,

χB =
(
χ(B)cdmn, χ(ω)cdm, χ(e)cm, χ(β)cmn

)
,

(͸.ͶͰ)

we can write the matrix ΔAB in the block-diagonal form,

ΔAB =


Δabij|cdm

Δabi|cdmn

Δai|cmn

Δaij|cm

 , (͸.Ͷͱ)
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where we have used vertical bars to separate row from column indices, and the
blank entries in the matrix are assumed to be zero by convention. According to
(͸.ͳ͹) we have

Δabij|cdm = 4ε0mijηa[cηd]b ,
Δabi|cdmn = −4ε0imnηa[cηd]b ,
Δai|cmn = −ε0mniηac ,
Δaij|cm = ε0ijmηac .

(͸.ͶͲ)

The inverse matrix Δ−1AB then has a similar form,

Δ−1AB =


Δ−1abij|cdm

Δ−1abi|cdmn
Δ−1ai|cmn

Δ−1aij|cm

 . (͸.Ͷͳ)

Using this, from (͸.͵͸) one can obtain the equations

1
2
Δabij|cdmΔ−1cdm|a′b′i′j′ = 4δa[a′δ

b
b′]δ

i
[i′δ

j
j′] ,

1
4
Δabi|cdmnΔ−1cdmn|a′b′i′ = 2δii′δ

a
[a′δ

b
b′] ,

1
2
Δai|cmnΔ−1cmn|a′i′ = δaa′δ

i
i′ ,

Δaij|cmΔ−1cm|a′i′j′ = 2δaa′δ
i
[i′δ

j
j′] ,

(͸.Ͷʹ)

and then using (͸.ͶͲ) one can solve them to obtain the components of the inverse
matrix,

Δ−1abij|cdm = ε0ijmηa[cηd]b ,
Δ−1abi|cdmn = −ε0imnηa[cηd]b ,
Δ−1ai|cmn = −ε0imnηac ,
Δ−1aij|cm = ε0ijmηac .

(͸.Ͷ͵)

Here we have defined ε0123 ≡ −ε0123.

Finally, the third step is to substitute the matrix Δ−1AB into (͸.͵͹) in order to obtain
an explicit expression for the Dirac brackets:

{F , G }D = {F , G } − 1
2
ε0ijk

∫
Σ
d3y Kijk(F,G, y) , (͸.ͶͶ)
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where the kernel Kijk(F,G, y) is

Kijk(F,G, y) =
1
4
{F , χ(B)abij(y) }{ χ(ω)abk(y) , G }

−1
4
{F , χ(ω)abi(y) }{ χ(B)abjk(y) , G }

−{F , χ(e)ai(y) }{ χ(β)ajk(y) , G }

+{F , χ(β)aij(y) }{ χ(e)ak(y) , G } .

(͸.Ͷͷ)

Having constructed the Dirac brackets, the next task is to express the constraint
algebra in terms of them. This has two main consequences. The first is that the
Dirac bracket between any quantity and any second class constraint is automati-
cally zero, by construction. This is obvious from the definition (͸.͵ͳ). The second
is that after passing from Poisson brackets to Dirac brackets, the second class con-
straints can be set equal to zero off-shell, giving rise to the reduction of the phase
space to one of its hypersurfaces. We will now concentrate on the constraint alge-
bra, while the reduction of the phase space will be discussed in detail in the next
section.

Looking at the algebra of constraints, (͸.ͳ͸), (͸.ͳ͹) and (͸.ʹͰ), we see that it has
the following rough structure:

{ φ , φ } = φ , { χ , χ } = Δ , { φ , χ } = χ , (͸.Ͷ͸)

for non-zero brackets. With all other brackets are zero,

{ φ , φ } = 0 , { χ , χ } = 0 , { φ , χ } = 0 . (͸.Ͷ͹)

Knowing that the Dirac brackets between an arbitrary quantity and a second class
constraint is zero by construction, we can immediately conclude that

{ χ , χ }D = 0 , { φ , χ }D = 0 , (͸.ͷͰ)

which leaves only { φ , φ }D to be discussed. For this, a schematic calculation gives:

{ φ , φ }D = { φ , φ } −
∫

{ φ , χ }Δ−1{ χ , φ }

= { φ , φ }+
∫

χΔ−1χ

= { φ , φ } ,

(͸.ͷͱ)
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due to the fact that the product of two constraints is zero off-shell. This is actually
a proof that the algebra of primary constraints does not change whenwe pass from
Poisson brackets to Dirac brackets. Therefore, we have:

{ φ(G)a , φ(T)bi }D = −φ(R)abiδ(3) ,

{ φ(G)a , φ(∇B)cd }D = 2δa[cφ(G)d]δ
(3) ,

{ φ(T)ai , φ(∇B)cd }D = 2δa[cφ(T)d]iδ
(3) ,

{ φ(R)abi , φ(∇B)cd }D = −4δ[a[cφ(R)
b]
d]
iδ(3) ,

{ φ(∇B)ab , φ(∇B)cd }D = −4δ[a[cφ(∇B)b]d]δ(3) ,

(͸.ͷͲ)

while all other { φ , φ }D vanish.

As a final point, note also that for an arbitrary quantity A we have:

{A , HT }D = {A , HT } −
∫
{A , χ }Δ−1{ χ , HT }

= {A , HT } −
∫
{A , χ }Δ−1{ χ , φ }

= {A , HT } −
∫
{A , χ }Δ−1χ ,

(͸.ͷͳ)

where we have used the fact that the total Hamiltonian (͸.ͳͳ) is a linear combina-
tion of first class constraints. The result can be rewritten as

Ȧ = {A , HT }D +

∫
{A , χ }Δ−1χ , (͸.ͷʹ)

which becomes the standard-looking equation of motion

Ȧ = {A , HT }D (͸.ͷ͵)

when one reduces the phase space by promoting χ ≈ 0 to off-shell equalities χ = 0.
This reduction is the subject of the next section.

͸.͵ Phase space reduction

The purpose of introducing Dirac brackets is to remove the second class con-
straints from the theory. When we use exclusively Dirac brackets, no result de-
pends on second class constraints, and we can project all phase space points to
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the hypersurface defined by strong equalities χ = 0, reducing its dimensionʹ from
2N to 2N − S, without changing any physical property of the theory, in particu-
lar without breaking its gauge symmetry. In our case, from (͸.ͳͷ) we have the
following off-shell equations:

π(B)abjk = 0 ,

π(ω)abi − ε0ijkBabjk = 0 ,

π(e)ai −
1− ξ
2

ε0ijkβajk = 0 ,

π(β)aij + ξε0ijkeak = 0 .

(͸.ͷͶ)

We will discuss these equations in two steps, first by analyzing the two equations
independent of ξ, and then discussing the ξ-dependent equations, which aremore
complicated. The first two equations can be rewritten as:

π(B)abij = 0 , Bab
ij = −1

2
ε0ijkπ(ω)abk . (͸.ͷͷ)

Note that we have expressed two conjugate variables in terms of other variables
in the phase space. This reduces the full phase space to a hypersurface defined by
these equations, namely orthogonal to the directions of π(B)abij and diagonal in
the directions of corresponding (B, π(ω)) planes. Given that we have eliminated 36
phase space variables per point (see footnote ʹ), the dimension of the hypersurface
is 200 − 36 = 164, since the dimension of the full phase space was 2N = 200.
On this hypersurface the expressions for some of the first class constraints (͸.ͳͶ)
simplify. In particular, the first four constraints remain unaffected, while the final
four constraints become:

φ(R)abi = ε0ijkRab
jk ,

φ(G)a =
ξ
6
ε0ijkGa

ijk +∇iπ(e)ai ,

φ(T)ai =
1− ξ
2

ε0ijkTajk −∇jπ(β)aij ,

φ(∇B)ab = ∇iπ(ω)abi − 2e[aiπ(e)b]i − β[aijπ(β)b]ij .

(͸.ͷ͸)

Let us now turn to ξ-dependent equations in (͸.ͷͶ). We immediately see that
there are two mutually incompatible cases, namely ξ ̸= 0 and ξ ̸= 1. In the ξ ̸= 0

ʹStrictly speaking, the phase space if of infinite dimension. In this section, we mean dimension
per space point.
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case, we see that we can solve the equations for e and π(e),

eai =
1
2ξ

ε0ijkπ(β)ajk , π(e)ai =
1− ξ
2

ε0ijkβajk , (͸.ͷ͹)

again expressing two conjugate variables in terms of remaining ones. This reduces
the dimension of the (local) hypersurface even further, down to 164−24 = 140. If
one does not impose any gauge fixing in the theory, this is the minimal dimension
of the hypersurface, since we have in total S = 60 second class constraints. The
final three first class constraints simplify even further, as follows:

φ(G)a =
1
6
ε0ijkGa

ijk ,

φ(T)ai = −1
ξ
∇jπ(β)aij ,

φ(∇B)ab = ∇iπ(ω)abi −
1
ξ
β[aijπ(β)b]ij .

(͸.͸Ͱ)

We should stress that none of these equations make sense in the case ξ = 0, i.e.
for the topological Poincaré gauge theory (͸.͸), but are completely valid for the
case ξ = 1, which represents the BFCG theory (͸.ʹ).

Alternatively, in the ξ ̸= 1 case, it is not a good idea to solve (͸.ͷͶ) for e, π(e), since
this cannot be done if ξ = 0. Instead, we can solve for β and π(β),

βaij =
1

ξ − 1
ε0ijkπ(e)ak , π(β)aij = −ξε0ijkeak . (͸.͸ͱ)

This time the phase space reduces to another local hypersurface, different from
the previous one, but again of the same dimension 164 − 24 = 140. The final
three first class constraints simplify again, however not to (͸.͸Ͱ), but to:

φ(G)a =
1

1− ξ
∇iπ(e)ai ,

φ(T)ai =
1
2
ε0ijkTajk ,

φ(∇B)ab = ∇iπ(ω)abi −
2

1− ξ
e[aiπ(e)b]i .

(͸.͸Ͳ)

In this case the choice ξ = 1 does not make sense, which means that the BFCG
theory case is excluded. Nevertheless, the case ξ = 0 is included, describing topo-
logical Poincaré gauge theory.

It is interesting to ask what happens in the case of generic ξ, when it is neither
zero nor one. In that case one can solve (͸.ͷͶ) either for (e, π(e)) or for (β, π(β)).

ͱ͵͸



Chapter ͼ. Hamiltonian analysis of the BFCG theory for the Poincaré Ͷ-group

The constraints can be expressed in either form (͸.͸Ͱ) or (͸.͸Ͳ). It is important
to note, though, that the resulting hypersurface depends on the choice of ξ. In
this case one can calculate the Dirac brackets

{ eai , π(e)bj }D = (1− ξ)δabδ
j
iδ

(3) (͸.͸ͳ)

and
{ βaij , π(β)bmn }D = 2ξδabδ

m
[i δ

n
j]δ

(3) . (͸.͸ʹ)

It is then easy to verify that (͸.͸ͱ) is a canonical transformation from (e, π(e)) to
(β, π(β)), with (͸.ͷ͹) being the inverse transformation. In particular, as long as
ξ ̸= 0, 1, this transformation maps (͸.͸Ͳ) to (͸.͸Ͱ), and in addition maps (͸.͸ͳ)
to (͸.͸ʹ), justifying its canonical nature.

However, the cases ξ = 0 and ξ = 1 are singular, and the canonical transformation
(͸.͸ͱ), (͸.ͷ͹) does not make sense for either of those. Nevertheless, there exists a
singular canonical transformationwhichmaps between those two cases (see [ͱͱͳ]),
given as:

βaij = −ε0ijkπ(e)ak , π(β)aij = −ε0ijkeak . (͸.͸͵)

In particular, for the case ξ = 0 the Dirac bracket (͸.͸ͳ) evaluates to

{ eai , π(e)bj }D = δabδ
j
iδ

(3) , (͸.͸Ͷ)

while the constraints (͸.͸Ͳ) become

φ(G)a = ∇iπ(e)ai ,

φ(T)ai =
1
2
ε0ijkTajk ,

φ(∇B)ab = ∇iπ(ω)abi − 2e[aiπ(e)b]i .

(͸.͸ͷ)

On the other hand, when ξ = 1 we have from (͸.͸ʹ)

{ βaij , π(β)bmn }D = 2δabδ
m
[i δ

n
j]δ

(3) , (͸.͸͸)

and from (͸.͸Ͱ) we obtain

φ(G)a =
1
6
ε0ijkGa

ijk ,

φ(T)ai = −∇jπ(β)aij ,

φ(∇B)ab = ∇iπ(ω)abi − β[aijπ(β)b]ij .

(͸.͸͹)
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The transformation (͸.͸͵) then maps (͸.͸Ͷ) to (͸.͸͸) and (͸.͸ͷ) to (͸.͸͹), with
its inverse mapping everything the other way around.

To sum up, we have the following general situation. For a generic ξ one can
write the theory using either (e, π(e)) variables or (β, π(β)) variables, and there
is a canonical transformation (͸.͸ͱ) connecting these two sets of variables, for the
same value of ξ. For the singular cases ξ = 0 and ξ = 1 one does not have a choice
which variables to use, but there exists the canonical transformation (͸.͸͵) which
maps the ξ = 0 theory into the ξ = 1 theory, and vice versa. This canonical
transformation is called singular because it cannot be obtained as a solution of
the second class constraints (͸.ͷͶ). In contrast to (͸.͸ͱ), which maps between
various variables on the same local hypersurface determined by the choice of ξ,
the singular canonical transformation maps between two different hypersurfaces
determined by choices ξ = 0 and ξ = 1. This establishes the relationship be-
tween the canonical structure of the BFCG model and the canonical structure of
the topological Poincaré gauge theory.

We should also discuss the status of the canonical transformation (͸.ʹ͸), which
maps the full phase space onto itself, while inducing the transformation ξ → 1−ξ.
Note that (͸.ʹ͸) assumes that bothmomenta π(e)ai and π(β)aij are variables in the
phase space. However, after the reduction of the phase space using either (͸.ͷ͹)
or (͸.͸ͱ), one of the two momenta is eliminated, and is not a variable in the re-
duced phase space. Therefore, one cannot formulate the canonical transformation
(͸.ʹ͸) as it stands, on the reduced phase space. Geometrically, every choice of ξ
specifies one particular reduced phase space, and the symmetry ξ → 1 − ξ now
maps between different spaces. While it is possible to construct a set of canonical
transformations analogous to (͸.ʹ͸), in the sense of the map ξ → 1 − ξ, these
are not derivable from (͸.ʹ͸). In particular, in the case of reduction (͸.ͷ͹), the
change of variables

π(β)aij → π̃(β)aij =
ξ

1− ξ
π(β)aij (͸.͹Ͱ)

implements the map ξ → 1− ξ in the constraints (͸.͸Ͱ). Similarly, in the case of
reduction (͸.͸ͱ), the change of variables

π(e)ai → π̃(e)ai =
1− ξ
ξ

π(e)ai , (͸.͹ͱ)

implements the same map in the constraints (͸.͸Ͳ). Note that neither (͸.͹Ͱ) nor
(͸.͹ͱ) can be derived from (͸.ʹ͸), and also that both transformations are defined
only for ξ ̸= 0, 1. Finally, for the case ξ = 0 → ξ = 1 and vice versa, we have
the canonical transformation (͸.͸͵), which also cannot be inferred from (͸.ʹ͸).
We can of course infer the existence of all these canonical transformations from
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the fact that the map ξ → 1 − ξ is a symmetry of the theory, see (͸.͵Ͱ). But the
actual forms of the transformations cannot be obtained from each other, due to
the different sets of variables in respective phase spaces.

͸.Ͷ Canonical quantization

Since the equivalence (͸.͸) holds, we may quantize the BF formulation for the
Poincaé group (see [ͱͱͳ]) of the BFCG theory.

Taking a Poincaé connection

A(x) = AI(x)XI = ωab(x) Jab + ea(x)Pa , (͸.͹Ͳ)

where J and P satisfy the Poincaré Lie algebra

[Jab, Jcd] = η[a|[cJd]|b] , [Pa, Jbc] = ηa[bPc] , [Pa,Pb] = 0 . (͸.͹ͳ)

The curvature can be written,

F = FIXI =
(
dAI + fIJK AJ ∧ AK)XI (͸.͹ʹ)

= RabJab + TaPa . (͸.͹͵)

where the R and T are given by (͸.͵) and (͸.ͷ) respectively.

The BFCG theory may thus be written tin the form,

S ∼=
∫
M

(
Bab ∧ Rab + Ta ∧ βa

)
(͸.͹Ͷ)

=

∫
M

BI ∧ FI , (͸.͹ͷ)

where,

BI =
(
Bab, βa

)
, FI = (Rab,Ta) . (͸.͹͸)

The canonical analysis can be performed using the method in Sec. (ͳ.ͱͱ) (see also
[ͱͱͳ]). This is also the case ξ ̸= 1 discussed in the previous section (see equations
(͸.͸ͱ) and (͸.͸Ͳ) for ξ = 0). We repeat the calculation for definiteness.

The Lagrangian density can be written as

L = π i
ab ω̇ab

i + pia ėai − H̃ , (͸.͹͹)
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the momenta are given by,

π i
ab =

1
2
εijkBab jk , p i

a =
1
2
εijkβa jk , (͸.ͱͰͰ)

and H̃ by

H̃ = −
[
1
2
εijkBab

0i Rab jk + ea0∇ip i
a +

+ ωab
0

(
∇i π i

ab − e[a|i p i
b]

)
+
1
2
εijk βa 0i T

a
jk

]
. (͸.ͱͰͱ)

we therefore find the following constraints

C̃ abi
1 ≡ 1

2
εijkRab

jk = 0, (͸.ͱͰͲ)

C̃ a i
2 ≡ 1

2
εijkTajk = 0 (͸.ͱͰͳ)

G̃1 ab ≡ ∇i π i
ab − e[a|i p i

b] = 0 , (͸.ͱͰʹ)

G̃2 a ≡ ∇ip i
a = 0 . (͸.ͱͰ͵)

and the constraint algebra is{
C̃ a
2 (⃗x) , G̃ i

2 b (⃗y)
}
= −4C̃1a i

b δ
3(x− y){

C̃ a
2 (⃗x) ,G1 cd(⃗y)

}
= δa[cC̃2d]δ3(x− y){

C̃ ab i
1 (⃗x) , G̃1 cd(⃗y)

}
= −4δ[a[cC̃

b] i
1 d] δ

3(x− y){
G̃1 ab(⃗x) , G̃ cd

1 (⃗y)
}
= 4δ[c[aG̃

d]
1 b]δ

3(x− y) ,{
G̃1 ab(⃗x) , G̃ c

2 (⃗y)
}
= −δc[aG̃2 b]δ3(x− y) . (͸.ͱͰͶ)

Given a set of canonical variables {(pk, qk)| k ∈ K}, one can define a quantization
based on a representation of the corresponding Heisenberg algebra in the Hilbert
spaceH0 = L2

(
R|K|

)
such that

p̂k Ψ(q) = i
∂Ψ(q)
∂qk

, q̂k Ψ(q) = qk Ψ(q) . (͸.ͱͰͷ)

We will refer to the representation (͸.ͱͰͷ) as the quantization in the q basis. The
results of the previous sections imply that the canonical quantization of the Poincaré
BFCG theory in the 2-connection basis (ω, β), can be related to the canonical quan-
tization of the Poncarè BF theory in the (ω, e) basis. Since β is canonically conju-
gate to e, by performing a functional Fourirer transform, we obtain

Ψ(ω, β) =
∫

DeΦ(ω, e) exp
(
i
∫
Σ
βa ∧ ea

)
. (͸.ͱͰ͸)
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Furthermore, Φ(ω, e) ≡ Φ(A) is a solution of a quantum version of the Poincarè
BF constraints. For any BF theory, the canonical pair (AI

i,EI
i) can be represented

by the operators

ÊI
i(x)Φ(A) = i

δΦ
δAI

i(x)
, ÂI

i(x)Φ(A) = AI
i(x)Φ(A) , (͸.ͱͰ͹)

so that the Gauss constraint

ĜI Φ(A) = ∂i

(
δΦ

δAI
i(x)

)
+ f K

IJ AJ
i(x)

δΦ
δAK

i(x)
= 0 , (͸.ͱͱͰ)

is equivalent to
Φ(A) = Φ(Ã) (͸.ͱͱͱ)

where Ã = A + dλ + [A, λ] is the infinitesimal gauge-transform of A. This implies
that Φ(A) must be a gauge-invariant functional, while the vanishing curvature
constraint

F(A(x))Φ(A) = 0 (͸.ͱͱͲ)

implies
Φ(A) =

∏
x

δ(Fx)φ(A) , (͸.ͱͱͳ)

i.e. Φ(A) has a non-zero support on flat connections.

Consequently any gauge-invariant functional of flat Poincaré connections on Σ,
Φ(ω0, e0), is a solution. The space of Φ(ω0, e0), which we denote as H0, is the
space of functions on the moduli space of flat connections on Σ for the Poincarè
group ISO(1, 3), which we denote as MS(ISO(3, 1)). It is easy to see that

MS(ISO(3, 1)) = VB[MS(SO(3, 1))] , (͸.ͱͱʹ)

where VB is the vector bundle such that the fibre at a point ω0 of MS(SO(3, 1)) is
the solution space of the vanishing torsion de0 + ω0 ∧ e0 = 0.

In H0 we can introduce a basis of spin-network wavefunctions. Let A be a con-
nection for a Lie group G on Σ, and let γ be a graph in Σ. Given the irreducible
representations irreps Λl of G associated to the edges of γ and the corresponding
intertwiners ιv associated to the vertices of γ, one can construct the spin-network
wavefunctions

Wγ̂(A) = Tr

∏
v∈γ

C(ιv)
∏
l∈γ

D(Λl)(A)

 ≡ ⟨A|γ̂⟩ , (͸.ͱͱ͵)
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where D(Λl)(A) is the holonomy for the line-segment l, C(ι) are the intertwiner
coefficients and γ̂ = (γ,Λ, ι) denotes a spin network associated to a graph γ.

Note that whenA is a flat connection, than (͸.ͱͱ͵) is invariant under a homotopy of
the graph γ, so that we can label the spin-network wavefunctions by combinatorial
(abstract) graphs γ.

In the case of a non-compact group there is a technical difficulty when construct-
ing the spin-network wavefunctions. Namely, if one uses the unitary irreps (UIR),
these are infinite-dimensional, and one has to insure that the trace in (͸.ͱͱ͵) is
convergent. In the Poincaré group case, we will consider the massive UIRs, which
are labelled by a pair (M, j), where M > 0 is the mass and j ∈ Z+/2 is an SU(2)
spin. In this case

D(M,j)
q,m′;p,m(ω, a) = ei(Λωp)·aD(j)

m′m(W(ω, p)) δ3(⃗q− Λ⃗ωp) , (͸.ͱͱͶ)

where p = (p0, p⃗) = (
√
(⃗p)2 +M2, p⃗), D(j) is a spin-j rotation matrix andW(ω, p) is

the Wigner rotation, see [ͱͲͰ].

By requiring that Wγ̂(A) form a basis inH0, we obtain

|Ψ⟩ =
∫

DA |A⟩⟨A|Ψ⟩ =
∑
γ̂

|γ̂⟩⟨γ̂|Ψ⟩ (͸.ͱͱͷ)

and
⟨γ̂|Ψ⟩ =

∫
DA ⟨γ̂|A⟩⟨A|Ψ⟩ =

∫
DAW∗γ̂ (A)Ψ(A) . (͸.ͱͱ͸)

The last formula is known as the loop transform.

Since we are dealing with a Lie 2-group, one would like to generalize the spin-
network wavefunctions for the case of a 2-connection (ω, β). The categorical na-
ture of a 2-group implies that one can associate 2-group representations to a 2-
complex. Namely, if (ω, β) is a 2-connection for a Lie 2-group (G,H) on Σ, then
given a 2-complex Γ in Σ, one can associate the 2-group representations Lf to the
faces f of Γ. The corresponding 1-intertwiners Λl can be associated to the edges
of Γ, while the corresponding 2-intertwiners ιv can be associated to the vertices of
Γ. Hence we obtain a spin foam Γ̂ = (Γ,L,Λ, ι).

For example, in the 2-Poincaré group case, there is a class of representations la-
belled by a positive number L, see [ͱͲͱ]. The intertwiners for three such represen-
tations, L1,L2,L3, are labelled by integers m if Lk satisfy the triangle inequalities
strongly. The m’s label the irreps of an SO(2) group, which leaves the triangle
(L1,L2,L3), embedded in R4, invariant. The 2-intertwiners for the m’s are trivial
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and Lk in this case can be identified with the edge-lengths of a triangle, see [ͱͱ͹].
If Lk are collinear, i.e. L1 = L2 + L3, the invariance group is SO(3) and the corre-
sponding intertwiners are the SU(2) spins j while the 2-intertwiners are the SU(2)
intertwiners. In this case the Lk look like particle masses, but then it is not clear
what would be the geometrical interpretation of these masses.

A spin-foam wavefunction should be an appropriate generalization of the spin-
network wavefunction (͸.ͱͱ͵) such that the spin-foam wavefunction includes the
surface holonomies associated with the spin-foam faces f. Let us embed Γ into a
triangulation of the spatial manifold and let ω and β be piece-wise constant in the
appropriate cells of the triangulation. If gl = exp(ωlJ) and hf = exp(βfP), then the
formula for the surface holonomy hp for the surface of a polyhedron p, is given by

hp =
∏
f∈∂p

gl(f) ◃ hf , (͸.ͱͱ͹)

where gl(f) can be calculated by representing the ∂p surface as a composition of
2-morphisms (gl, hf) from some ͱ-morphism gl′ (l′ ∈ p) to itself, see [ͱͰ͸] for the
case of a tetrahedron.

Hence we expect that

WΓ̂(ω, β) = Tr

∏
v∈Γ

C(ιv)
∏
l∈Γ

D(Λl)(ω)
∏
f∈Γ

D(Lf)(ω, β)

 , (͸.ͱͲͰ)

where
D(Lf)(ω, β) = D(Lf)(gl(f) ◃ hf) . (͸.ͱͲͱ)

In the Poincare Ͳ-group case, the representation matrix (͸.ͱͲͱ) is of the type 1×1,
because H is an abelian group. The analysis in [ͱͱ͹] suggests that

D(Lf)(ω, β) = exp
(
i⃗Lf · g(ωl)β⃗f

)
, (͸.ͱͲͲ)

where L⃗f is a ʹ-vector satisfying L2f = L⃗f · L⃗f = ηab Laf Lbf and η is a flat Minkowski
metric.

A related problem consists in the fact that no analogue of the Peter-Weyl (PW)
theorem is known for the case of a 2-group. The PW theorem states that a basis
on the Hilbert space of square integrable functions on a Lie group G is given by
the matrix elements of the irreducible representations of the group (see [ͱͲ]), that
is

φ(g) =
∑
Λ

∑
αΛ ,βλ

φ̃ αΛβλ
Λ D(Λ)

αΛβλ
(g) =

∑
Λ

⟨Φ̃Λ ,D(Λ)(g)⟩ , (͸.ͱͲͳ)
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where φ is a function on a Lie group G and

φ̃ αΛβλ
Λ =

∫
G
dg D̄(Λ)

αΛβλ
(g) φ(g) . (͸.ͱͲʹ)

Note that in the case of the Poincaré Ͳ-group, the relation (͸.ͱͰ͸) can give some
clues. Let us consider again piece-wise constant fields on a triangulated manifold.
The Poincaré group holonomy for an edge ε is given by g′ε = exp(ωεJ + eεP), so
that a function φ(g′ε) = Φ(ωε, eε) can be expanded by using the generalization of
the PW theorem for the Poincaré group

Φ(ωε, eε) =
∫ ∞
0

dM
∑
j

⟨Φ̃M,j , D(M,j)(ωε, eε)⟩ . (͸.ͱͲ͵)

Consequently

Ψ(ωε, βf) =

∫
R4
d4el μ(eε) ei⃗βf ·⃗eε Φ(ωε, eε)

=

∫ ∞
0

dM
∑
j

⟨Φ̃M,j ,

∫
R4
d4eε μ(eε) ei⃗βf ·⃗eε D(M,j)(ωε, eε)⟩

=

∫ ∞
0

dM
∑
j

⟨Φ̃M,j , D̃(M,j)(ωε, βf)⟩ , (͸.ͱͲͶ)

where μ is some appropriately chosen measure and f is the face dual to an edge
ε.

If Γ is a tetrahedron, then by comparing (͸.ͱͲͶ) to (͸.ͱͲͰ) one concludes that
Λε = jε and that there should be a relationship between an LΔ and the three Mf
for the dual faces for the edges of a triangle Δ. Furthermore, there should be a
relationship between the functions D(jε)(gε)D(LΔ)(gε′ , hΔ) on Γ and the functions
D̃(Mf,jε)(g′ε) on Γ.

ͱͶͶ



9
Summary of results and conclusions

In this chapter we summarize the results and present our conclusions.

In Part I of this thesis, we discussed the motivation to carry out research in the
area of quantum gravity. This motivation comes either form conceptual issues —
three of the four known interaction have been quantized, but gravity has not —
as well as from black hole singularities and the primordial singularity. One ex-
pects that quantum gravitational effects will be important for the description of
singularities. We also explore some key methods and tools that form the mathe-
matical language of gauge theories. The canonical analysis of such theories, using
the Dirac procedure, was also reviewed.

Canonical quantization, uses theHamiltonian structure of General Relativity, which
was also the object of a chapter in this thesis. The quantization of Einstein’s theory,
was originally studied using the metric and its canonically conjugate momentum
(or alternatively the tetrad and its conjugate momentum). This approach, does
not lead to a complete quantum theory due, in particular, to the complicated non-
polynomial character of the Hamiltonian constraint.

This motivated the search for alternative variables that would make the Hamilto-
nian constraint polynomial. The complex (self-dual) Ashtekar variables do, in fact,
have this property but they introduce a new constraint — the reality constraint —
that is equally problematic. The real version of these variables obviously avoids the
reality constraint but fails to make the Hamiltonian constraint polynomial.

In Loop Quantum Gravity (LQG),a pair of variables — namely the holonomies
and the (appropriately modified) fluxes based on Ashtekar’s (real) variables— are
quantized. Although LQG is a consistent well established theory, whose build-
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ing blocks are spin networks (or s-knots), some problems remain open. The most
notable of these unsolved issues is, (again) the question of the Hamiltonian con-
straint which encodes the dynamical aspects of Quantum Gravity. The physical
states are obtained by solving the quantum constraint. Very little progress has
been achieved in this direction.

The spin foam formalism was introduced as a way of trying to circumvent this
issue. It can be understood as a sum over histories type of formalism. Or alterna-
tively, a way to make sense of Feynman’s path integral formalism in the context of
Quantum Gravity, and calculate transition amplitudes between boundary states.
However, these spin foam models have unsolved problems of their own. Among
these questions are the semiclassical limit, and the coupling of fermionic matter.
Both of these can, in fact, be related to the absence of the tetrads in the topological
sector of the action.

In an effort to tackle these problems the BFCG theory (Ͷ.ʹʹ) was introduced. It
is a categorical generalization (see chapter Ͷ) of the BFmodel (Ͳ.ͱʹͶ). Just as the
BF theory is the gauge theory of some Lie group G, the BFCG (or 2-BF) theory is
the higher gauge theory for some Lie 2-group G.

We preformed the canonical analysis of the BFCG theory for a generic Lie 2-group
in chapter ͷ. This analysis (see also [ͱͱͲ]) implies that the BFCG action (ͷ.ͱͳ) is a
topological field theory, i.e. an action which is diffeomorphism invariant and has
no local degrees of freedom. The propagating degrees of freedom are global and
the corresponding configuration space is the moduli space of flat 2-connections
for the BFCG Lie 2-group on the spatial manifold Σ.

In chapter ͸ we studied the Hamiltonian structure of the BFCGmodel (͸.ʹ), and
its relationship to the topological Poincaré gauge theory (͸.͸)(see [ͱͱͳ, ͱͱʹ]). In
section ͸.Ͳ we defined both theories, proved the equivalence of their respective
actions and Lagrange equations of motion, and introduced a generalized action
(͸.͹) which depends on a real parameter ξ and which reduces to the BFCG theory
for ξ = 1, while it reduces to the topological Poincaré gauge theory for ξ = 0. In
this way, we could perform the Hamiltonian analysis of both theories simultane-
ously. Because of this action (͸.͹) we can say that, although chapter ͷ is more
general then chapter ͸ in the sense that we use a generic Lie 2-group in the for-
mer and the Poincaré 2-group in the latter, it is also possible to say that chapter ͸
generalizes chapter ͷ in a different direction, because the action we used (͸.͹) is
an interpolation between the BFCG theory and a Poincaré gauge theory.

The canonical analysis of (͸.͹) was done in section ͸.ͳ, where it was established
that (under the assumptions we made) there are no physical (local) degrees of
freedom, equation (͸.ʹͷ), the algebra of constraints (͸.ͳ͸), (͸.ͳ͹) and (͸.ʹͰ) has
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been computed, and the Hamiltonian of the theory written as a linear combina-
tion of first class constraints, equation (͸.ͳͳ). In section ͸.ʹ we have constructed
the Dirac brackets (͸.ͶͶ), which facilitate the elimination of the second class con-
straints from the theory without breaking its gauge symmetry. The geometrical
consequences of this were explored in section ͸.͵. The elimination of second class
constraints projects the phase space onto one of its hypersurfaces, depending on
the choice of the parameter ξ. Only at this point the difference between the BFCG
theory and the topological Poincaré gauge theory becomes observable, since they
live on distinct hypersurfaces. For the generic hypersurface, when ξ ̸= 0, 1, the sec-
ond class constraints can be solved in terms of different sets of variables, and for
every choice of ξ there is a canonical transformation which maps between these,
mapping the hypersurface ξ onto itself. However, this was not possible for the sin-
gular cases ξ = 0, 1. Instead, in these two cases there exists a singular canonical
transformation whichmaps the ξ = 0 hypersurface to ξ = 1 hypersurface and vice
versa, establishing the equivalence between the BFCG theory and the topological
Poincaré gauge theory, and clarifying the relationship between their respective
variables.

The results obtained in Chapter ͸ (published in [ͱͱʹ]) represent the straightfor-
ward generalization of those obtained in [ͷ͸]. The analysis of BF theory based
on the Lorentz group is generalized by the BFCG theory based on the Poincaré
2-group. Some of the material presented overlaps with [ͱͱͳ], but also improves on
those previous results, in the following important ways. First, in this Chapter we
have performed the full Hamiltonian analysis, as opposed to the shorthand pro-
cedure used in [ͱͱͳ] and described in section ͳ.ͱͱ . This facilitates a better basis
for the ongoing analysis of the constrained BFCG theory (͸.ͳ) (see appendix D),
whose relevance is very high since it is equivalent to GR. Second, the procedure
used in [ͱͱͳ] was performed by employing a partial gauge fixing. This makes the
calculations much simpler, but prevents us from computing the full algebra of
constraints, in particular (͸.ͳ͹) and (͸.ʹͰ). In this chapter the gauge symmetry
was kept intact, the full algebra of constraints has been computed, and proved to
be closed. And third, in this chapter we have given a more detailed analysis of the
relationship between the BFCGmodel and the topological Poincaré gauge theory,
providing a better insight into the geometry of the reduced (local) phase spaces
for both theories.

The quantization of the BFCG topological theory ((͸.͹) with ξ = 1) may be car-
ried out in the BF formulation (see section ͸.Ͷ). In this case the physical Hilbert
space is given by the space of square-integrable functions on the moduli space of
flat connections. To proceed further onmust introduce the spin-network basis, by
constructing the spin-network wave functions for the Poincaré group. An inter-
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esting problem will be to investigate the relation between the spin-network basis
and the spin-foam basis.

As far as the canonical quantization of GR in the spin-foam basis is concerned, this
requires a canonical formulation of the constrained BFCG theory based on the 2-
connection variables (ω, β) and their momenta. This in work in progress, which
we report in appendix D. However, the structure of the GR constraints is such that
the short-cut procedure based on the space-time decomposition of the fields in
the action does not work, and one has to perform the full Dirac procedure.

We present here the Hamiltonian written in terms of the first class constraint of
the constrained theory. It reads,

HT =

∫
d3⃗x
[
1
2
λ(ω)ab0 Φ(ω)ab + λ(e)a0 Φ(e)a +

1
2
ωab

0 Φ(T)ab + ea0 Φ(R)a
]
. (͹.ͱ)

Where the first class constraint are given by,

Φ(ω)ab = P(ω)ab0 ,

Φ(e)a = P(e)a0 +
1
2
Rcd

ijFfbij
acdkP(φ)fb0k + εabcdebkP(B)cd0k ,

Φ(T)ab = 4εabcdeciS(T)di −∇iS(Bee)abi + ε0ijke[aiT(β)b]jk + 2εabcdefiecjP(B)fdij

−∇iP(ω)abi + 2e[aiP(e)b]i − R[ac
ijP(φ)cb]ij ,

Φ(R)a = −S(eR)a + Rc
hijωhd

0Ffbij
acdkP(φ)fb0k + Rcd

ij
∂Ffbij

acdk

∂ehm
(
∇meh0 − ωh

g0egm
)
P(φ)fb0k

+
1
2
Rcd

ijFfbij
acdk
[
S(Bee)fbk + P(ω)fbk +∇mP(φ)fbkm − 2∇m

(
ee0Fghmk

efbnP(φ)gh0n
)]

−ε0ijk∇iT(β)ajk + εabcdebi∇jP(B)cdij −∇iP(e)ai + εabcd
(
∇keb0 − ωb

f0efk
)
P(B)cd0k .

(͹.Ͳ)
In this way one would generalize the LQG spin-network basis to a spin-foam basis,
and we expect that the corresponding Hamiltonian constraint may be simpler to
solve. The definite advantage over the LQG formalism is that one can construct a
wavefunction which is a function of the triads ẽ and the connection ω̃, so that it
will be easier to perform the semi-classical analysis.

Concerning the subject of future work, several avenues may be followed. The first
we wish to mention is the equivalence of the BFCGmodel with cosmological con-
stant, to theMacDowell-Mansouri (MM) theory of Gravity [ͱͲͲ]. This equivalence
may bring important insights into the problem of the quantization of the BFCG
theory.
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Chapter ͽ. Summary of results and conclusions

Also under way, is a modified gravity theory based on the BFCGmodel. The MM
theory — and consequently the BFCG theory, by virtue of the above mentioned
equivalence — may be deformed by the addition of a ‘potential’ term to the ac-
tion. A study of the cosmological models contained in this classical theory is in
progress.

A different route for the generalization of the BFCG model is to study it for 2-
groups other then the Poincaré 2-group. This has been done for example for the
Euclidean 2-group (see e.g. [ͱͲͳ]). Furthermore, we know from section ʹ.Ͳ of [ͱͰͶ]
that, we can construct a 2-group (or equivalently a Lie crossed module) from: i)
any Lie group G; ii) any vector space H; iii) the representation ◃ of G on H and, iv)
a trivial map ∂. The Poicaré 2-group corresponds to the choice G = SO(3, 1) and
H = R4. It would be interesting to investigate the choice of the (anti) de Sitter
group (SO(3, 2))SO(4, 1) for the Lie group G and H = R5.

In conclusion, we may say that the BFCG theory — especially in the constrained
action (͸.ͳ) — constitute an important contribute to the study of the problem of
Quantum Gravity. The theory is based on a 2-group, a categorical generalization
of the notion of group. It is therefore in the forefront of research in this area.

Progress in the Hamiltonian quantization of the theory is hindered by the fact
that higher category theory, is still under construction especially in some aspects
of representation theory e.g. the generalization to 2-categories of the Peter–Weyl
theorem. However the covariant approach [ͱͲʹ] to quantization base on the gener-
alization of spin foams to spin cubes is certainly a promising line of research.
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A
Lie algebra valued differential forms

Lie algebra valued differential forms have some interesting properties [ͱͲ͵, ͱͲͶ].
Take g to be an n-dimensional Lie algebra over the fieldR. If {ga, i = 1, . . . , n} is a
basis for g, then a Lie algebra valued differential r-form is an element of the tensor
product Ω1(M)⊗ g, on a manifoldM. It may be written:

α ≡ αa ⊗ ga =
1
r!
αaμ1...μrdx

μ1 ∧ . . . ∧ dxμr ⊗ ga , (A.ͱ)

where summation over a from 1 to n, is implied.

The exterior derivative and star operator act in the same way as above, only in the
αa element of Ω1(M) that is

dα = dαa ⊗ ga (A.Ͳ)
∗α = ∗αa ⊗ ga . (A.ͳ)

The commutator of Lie algebra valued r and s forms α and β respectively is

[α, β] ≡ (αa ∧ βb)⊗ [ga, gb] , (A.ʹ)

where a and b are summed in the range 1 , . . . , n.

This commutator has the following properties

[α, β + γ] = [α, β] + [α, γ]
[α, β] = (−1)rs+1 [β, α] (A.͵)

(−1)sr [α, [β, γ]] + (−1)st [β, [γ, α]] + (−1)rt [γ, [α, β]] = 0 .

ͱͷͳ



And we have the following results

[α, ∗α] = 0
[α, [α, α]] = 0 (A.Ͷ)
d [α, β] = [dα, β] + (−1)r [α, dβ] ,

where r is the degree of the form α.

If we regard these forms as matrices, ([ʹͶ, ͵ʹ]) aenother product may be defined
in the following way:

α ∧ β = αa ∧ βb(gagb) . (A.ͷ)

This means that like in the case of of (A.ʹ) we take the wedge product of the
forms i.e. αa ∧ βb but unlike the commutator where we take the Lie bracket of the
elements of the basis of he Lie algebra, we merely multiply these together using
the group multiplication that is gagb.

This is related to the commutator by

[α, β] = α ∧ β − (−1)rsβ ∧ α , (A.͸)

where α is an r-form and, β is an s-form.

The product has the properties,

(α + β) ∧ (γ + δ) = α ∧ γ + α ∧ δ + β ∧ γ + β ∧ δ (A.͹)
d(α ∧ β) = dα ∧ β + (−1)rα ∧ dβ . (A.ͱͰ)

Given the one form A
A = Aa

μ ga ⊗ dxμ , (A.ͱͱ)

we have,

A ∧ A = Aa ∧ Ab ⊗ (gagb)

=
1
2
Aa ∧ Ab ⊗ [ga, gb] (A.ͱͲ)

=
1
2
[A,A] .

We can associate to A a curvature two-form F,

F = dA+
1
2
[A,A] (A.ͱͳ)

= dA+ A ∧ A , (A.ͱʹ)
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and a covariant derivative,

∇Aα = dα +
1
2
[A, α] (A.ͱ͵)

∇Aβ = dβ + [A, β] , (A.ͱͶ)

for a one form α (or any odd form in general) and for any two form β (or any even
form).

In this language we may write,

∇A(∇α) =
1
2
[F, α] , (A.ͱͷ)

we also have the Bianchi identities:

∇AF = 0 (A.ͱ͸)

∇AT =
1
2
[F, e] (A.ͱ͹)

where the torsion is,

T = ∇Aα = de+
1
2
[A, e] (A.ͲͰ)
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B
Bianchi identities in component form

Recalling the definitions of the torsion and curvature 2-forms,

Ta = dea + ωa
b ∧ eb , Rab = dωab + ωa

c ∧ ωcb , (B.ͱ)

one can take the exterior derivative of Ta and Ra, and use the property dd ≡ 0 to
obtain the following two identities:

∇Ta ≡ dTa + ωa
b ∧ Tb = Ra

b ∧ eb ,
∇Rab ≡ dRab + ωa

c ∧ Rcb + ωb
c ∧ Rac = 0 . (B.Ͳ)

These two identities are universally valid for torsion and curvature, and are called
Bianchi identities. By expanding all quantities into components as

Ta =
1
2
Taμνdxμ ∧ dxν , Rab =

1
2
Rab

μνdxμ ∧ dxν , (B.ͳ)

ea = eaμdxμ , ωab = ωab
μdxμ , (B.ʹ)

and using the formula dxμ ∧ dxν ∧ dxρ ∧ dxσ = εμνρσd4x, one can rewrite the Bianchi
identities in component form as

ελμνρ
(
∇μTaνρ − Ra

bμνebρ
)
= 0 , (B.͵)

and
ελμνρ∇μRab

νρ = 0 . (B.Ͷ)
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For the purpose of Hamiltonian analysis, one can split the Bianchi identities into
thosewhich donot feature a time derivative and those that do. The time-independent
pieces are obtained by taking λ = 0 components:

ε0ijk
(
∇iTajk − Ra

bijebk
)
= 0 , (B.ͷ)

ε0ijk∇iRab
jk = 0 . (B.͸)

These identities are valid as off-shell, strong equalities for every spacelike slice
in spacetime, and can be enforced in all calculations involving the Hamiltonian
analysis. The time-dependent pieces are obtained by taking λ = i components:

ε0ijk
(
∇0Tajk − 2∇jTa0k − 2Ra

b0jebk − Ra
bjkeb0

)
= 0 , (B.͹)

and
ε0ijk

(
∇0Rab

jk − 2∇jRab
0k
)
= 0 . (B.ͱͰ)

Due to the fact that they connect geometries of different spacelike slices in space-
time, they cannot be enforced off-shell. Instead, they can be derived from the
Hamiltonian equations of motion of the theory.

In light of the Bianchi identities, we should note that the action (͸.ʹ) features two
more fields, βa and Bab, which also have field strengthsGa and∇Bab, and for which
one can similarly derive Bianchi-like identities,

∇Ga = Ra
b ∧ βb, ∇2Bab = Ra

c ∧ Bcb + Rb
c ∧ Bac . (B.ͱͱ)

However, due to the fact that both βa and Bab are two-forms, in 4-dimensional
spacetime these identities will be single-component equations, with no free space-
time indices,

ελμνρ
(
2
3
∇λGa

μνρ − Ra
bμνβbνρ

)
= 0 , (B.ͱͲ)

and similarly for∇2Bab. Therefore, these equations necessarily feature time deriva-
tives of the fields, and do not have a purely spatial counterpart to (B.ͷ) and (B.͸).
In this sense, like the time-dependent pieces of the Bianchi identities, they do
not enforce any restrictions in the sense of the Hamiltonian analysis, but can in-
stead be derived from the equations of motion and expressions for the Lagrange
multipliers.
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C
Palatini action in differential form

notation and the Holst modification

Tn this appendix we prove the equivalence of the Palatini form of the Einstein-
Hilbert action (ͱ.ͳ͹) and the differential form version of this action (Ͳ.ͱͳ͹) which
we called the Einstein-Cartan action. We take (Ͳ.ͱͳ͹) without cosmological term,
but we will comment on the Λ later.

We beginwith thewell known expression for the determinant e of eaμ that is,

εabcdeaμebνecρedσ = eεμνρσ , (C.ͱ)

and contract it with efλ twice, we get

εabcdeaμebνecρedσ = eεμνρσ
εabcdeaμebν = eεμνρσecρedσ

εμνρσεabcdeaμebν = 2eec[ρedσ] . (C.Ͳ)

Where in the second line we used ef′ λefλ = δf
′

f , and in the last line we contracted
both sides of the equation with εμνρσ.

Note that, to find efλ the tetrads must be invertible, i.e.

det(eaμ) ̸= 0 . (C.ͳ)

We also have from,
gμν = eaμea ν , (C.ʹ)
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the following relation,

|det(gμν)| = |g| = e2 = det(eaμ)2 . (C.͵)

Starting form the Einstein-Hilbert action, we can use (C.Ͳ) and get,

S =
1
2k

∫
M
d4x

√
−gR

=
1
2k

∫
M
d4xeeaμebνRab

μν

=
1
4k

∫
M
d4xεμνρσεabcdeaμebνRcd

ρσ

=
1
4k

∫
M
εabcdea ∧ eb ∧ Rcd . (C.Ͷ)

Note that in the last line we no longer write d4x since we are integrating a 4-
form.

To add a cosmological term to the action (C.Ͷ) we can use (C.ͱ) in the form,

e =
1
4!
εabcdεμνρσeaμebνecρedσ , (C.ͷ)

we then have
2Λ
√
|g| = Λ

6
εabcdea ∧ eb ∧ ec ∧ ed . (C.͸)

which together with (C.Ͷ) proves the equivalence of (ͱ.ͳ͹) and (Ͳ.ͱͳ͹).

To the action (C.Ͷ) topological terms may be added (refer to [ͱͲͷ]) these terms do
not change the field equations. They are,

Pontryagin term Fab ∧ Fab
Euler term εabcdFab ∧ Fcd

Nieh Yan term Ta ∧ Ta − ea ∧ eb ∧ Fab
Holst term ea ∧ eb ∧ Fab

. (C.͹)
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Appendix C. Palatini action in differential form notation and the Holst
modification

C.ͱ The Holst action

Using the Holst term, the last in (C.͹), we can build the following action,

SHolst =
1
4k

∫
M
εabcdea ∧ eb ∧ Rcd − 1

2kγ

∫
M
ea ∧ eb ∧ Rab

=
1
4k

∫
M

(
εabcd −

1
γ
η[a|c|ηb]d

)
ea ∧ eb ∧ Rcd (C.ͱͰ)

=
1
4k

∫
M
Pabcd ea ∧ eb ∧ Rcd

this is called the Holst action.

Like in the case of (Ͳ.ͱʹͰ) (for vanishing Λ) variation of (C.ͱͰ) yields,

Pabcd∇
(
ea ∧ eb

)
= 0 (C.ͱͱ)

Pabcdea ∧ Rbc = 0 . (C.ͱͲ)

The first equation above determines the Levi-Civita connection (note that Pabcd
is invertible) whereas the second equation is Einstein’s equation εabcdea ∧ Rbc = 0
plus a term that vanishes due to symmetries of the Riemann tensor (for further
details refer to [͸Ͱ]).
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D
Hamiltonian analysis of the
constrained BFCG theory

We give in this appendix, some results concerning the Hamiltonian analysis of the
constrained BFCG theory. This work is still in progress, in collaboration with A.
Miković and M. Vojinović, therefore some parts of the analysis are lacking at this
point.

D.ͱ Constrained BFCG action

The constrained BFCG action (͸.ͳ) for the Poincaré 2-group can be written more
explicitly as

SGR =

∫
M

Bab ∧ Rab + ea ∧ Ga − φab ∧
(
Bab − εabcd ec ∧ ed

)
. (D.ͱ)

The variables of this action are the one-forms ea, ωab and the two-forms Bab, βa
and φab. The curvatures Rab and Ga are the field strengths of the Ͳ-connection
(ωab, βa),

Rab = dωab + ωa
c ∧ ωcb , (D.Ͳ)

Ga = ∇βa ≡ dβa + ωa
b ∧ βb . (D.ͳ)

The fields Bab and ea play the role of the Lagrange multipliers. Usually one would
denote the latter multiplier as Ca, but we shall instead label it as ea since it will
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D.͵. Constrained BFCG action

be interpreted as the tetrad field. Similarly, the usual notation for the connection
one-form and its field strength is A and F respectively, but in our case they are
denoted ωab and Rab, since they are interpreted as the spin connection and the
Riemann curvature two-form.

It is also convenient to introduce torsion as the field strength for the tetrad ea,

Ta = ∇ea ≡ dea + ωa
b ∧ eb . (D.ʹ)

Then, performing a partial integration in the second term in (D.ͱ) and using the
Stokes theorem one can rewrite the action as

SPGT =
∫
M

Bab ∧ Rab + βa ∧ Ta − φab ∧
(
Bab − εabcd ec ∧ ed

)
−
∫
∂M

ea ∧ βa , (D.͵)

where now Bab and βa play the role of Lagrange multipliers. Aside from the imma-
terial boundary term, this action belongs to the class of Poincaré gauge theories
(PGT). In order to fully appreciate the relationship between the two theories in
the sense of the Hamiltonian analysis, let us introduce a parameter ξ ∈ R and
rewrite the action as

S =

∫
M

Bab ∧ Rab + ξea ∧ Ga + (1− ξ)βa ∧ Ta − φab ∧
(
Bab − εabcd ec ∧ ed

)
, (D.Ͷ)

where we have dropped the boundary term. It is obvious that the action (D.Ͷ) is
a convenient interpolation between (D.ͱ) and (D.͵), to which it reduces for the
choices ξ = 1 and ξ = 0, respectively. The action (D.Ͷ) will therefore be the
starting point for the Hamiltonian analysis.

It is also clear that all three actions (D.ͱ), (D.͵) and (D.Ͷ) give rise to the same set
of equations of motion, since these do not depend on the boundary. Taking the
variation of (D.Ͷ) with respect to all the variables, one obtains

δB : Rab − φab = 0 , (D.ͷ)
δβ : Ta = 0 , (D.͸)
δe : Ga + 2εabcd φbc ∧ ed = 0 , (D.͹)
δω : ∇Bab − e[a ∧ βb] = 0 , (D.ͱͰ)
δφ : Bab − εabcd ec ∧ ed = 0 , (D.ͱͱ)

where the covariant exterior derivative of Bab is defined as

∇Bab ≡ dBab + ωa
c ∧ Bcb + ωb

c ∧ Bac . (D.ͱͲ)
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Appendix D. Hamiltonian analysis of the constrained BFCG theory

One can simplify the equations of motion in the following way. Taking the covari-
ant exterior derivative of (D.ͱͱ) and using (D.͸) one obtains ∇Bab = 0. Substitut-
ing this into (D.ͱͰ) one further obtains e[a ∧ βb] = 0. Under the assumption that
det(eaμ) ̸= 0, it follows that βa = 0 (see Appendix in [ͱͱ͹] for a proof), and there-
fore also Ga = 0. As a consequence, we see that the equations of motion (D.ͷ) –
(D.ͱͱ) are equivalent to the following system:

• the equation that determines the multiplier φab in terms of curvature,

φab = Rab , (D.ͱͳ)

• the equation that determines the multiplier Bab in terms of tetrads,

Bab = εabcd ec ∧ ed , (D.ͱʹ)

• the equation that determines βa,

βa = 0 , (D.ͱ͵)

• the equation for the torsion,
Ta = 0 , (D.ͱͶ)

• and the Einstein field equation,

εabcd Rbc ∧ ed = 0 . (D.ͱͷ)

Finally, for the convenience of the Hamiltonian analysis, we need to rewrite both
the action and the equations of motion in a local coordinate frame. Choosing dxμ
as basis one-forms, we can expand the fields in the standard fashion:

ea = eaμdxμ , ωab = ωab
μdxμ , (D.ͱ͸)

Bab =
1
2
Bab

μνdxμ∧dxν , βa =
1
2
βaμνdxμ∧dxν , φab =

1
2
φabμνdxμ∧dxν . (D.ͱ͹)
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Similarly, the field strengths for ω, e and β are

Rab =
1
2
Rab

μνdxμ ∧ dxν ,

Ta =
1
2
Taμνdxμ ∧ dxν ,

Ga =
1
6
Ga

μνρdxμ ∧ dxν ∧ dxρ .

(D.ͲͰ)

Using the relations (D.Ͳ), (D.ͳ) and (D.ʹ), we can write the component equations

Rab
μν = ∂μωab

ν − ∂νωab
μ + ωa

cμωcb
ν − ωa

cνωcb
μ ,

Taμν = ∂μeaν − ∂νeaμ + ωa
bμebν − ωa

bνebμ ,

Ga
μνρ = ∂μβaνρ + ∂νβaρμ + ∂ρβaμν + ωa

bμβbνρ + ωa
bνβbρμ + ωa

bρβbμν .

(D.Ͳͱ)

Substituting expansions (D.ͱ͸), (D.ͱ͹) and (D.ͲͰ) into the action, we obtain

S =

∫
M

d4x εμνρσ
[
1
4
BabμνRab

ρσ +
ξ
6
eaμGa

νρσ +
1− ξ
4

βaμνT
a
ρσ −

1
4
φabμν

(
Babρσ − 2εabcd ecρedσ

)]
.

(D.ͲͲ)
Assuming that the spacetime manifold has the topologyM = Σ×R, where Σ is a
ͳ-dimensional spacelike hypersurface, from the above action we can read off the
Lagrangian, which is the integral of the Lagrangian density over the hypersurface
Σ:

L =

∫
Σ
d3x εμνρσ

[
1
4
BabμνRab

ρσ +
ξ
6
eaμGa

νρσ +
1− ξ
4

βaμνT
a
ρσ −

1
4
φabμν

(
Babρσ − 2εabcd ecρedσ

)]
.

(D.Ͳͳ)
Finally, the component form of equations of motion (D.ͱͳ) – (D.ͱͷ) is:

φabμν = Rab
μν , Babμν = 2εabcd ecμedν , βaμν = 0 ,

Taμν = 0 , ελμνρεabcd Rbc
μνedρ = 0 .

(D.Ͳʹ)

The coupling of the constrained BFCG theory to fermionic matter is given by the
following action,

Sm = S+ SD + Sβψ , (D.Ͳ͵)

where S is equation (D.Ͷ) (with ξ = 1 for simplicity), Sβψ reads,

Sβψ = iκ2
∫

εabcdea ∧ eb ∧ βc ψ̄γ5γ
dψ , (D.ͲͶ)
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and SD was given in equation (Ͳ.ͱʹͳ). By varying Sm with respect to B, e, ω, β, φ
and ψ̄, respectively, we obtain

Rab − φab = 0 , (D.Ͳͷ)

∇βa + εabcdeb ∧
[
2φcd − 3iκ1

2
βcψ̄γ5γ

dψ + 3iκ1ec ∧ ψ̄
(
γd
→
∇−

←
∇γd +

im
6
ed
)
ψ
]
= 0 ,

(D.Ͳ͸)

∇Bab − e[a ∧ βb] − 2κ2εabcdec ∧ sd = 0 , (D.Ͳ͹)

∇ea + κ2sa = 0 , (D.ͳͰ)

Bab − εabcdec ∧ ed = 0 , (D.ͳͱ)

iκ1εabcdea ∧ eb ∧
(
2ec ∧ γd∇+

im
2
ec ∧ ed − 3(∇ec)γd − 3

4
βcγ5γ

d
)
ψ = 0 . (D.ͳͲ)

These equations can be shown to be equivalent to the Einstein equation and the
Dirac equation (see [ͱͱ͹]).

D.Ͳ Hamiltonian analysis

Now we turn to the Hamiltonian analysis. A review of the general formalism can
be found in Chapter ͳ. In addition, the equivalent procedure for the topological
BFCG theory has been done in chapters ͷ and ͸.

The notation and conventions in this appendix are the same as those in chapter
͸.

As a first step, we calculate the momenta π corresponding to the field variables
Bab

μν, φabμν, eaμ, ωab
μ and βaμν. Differentiating the Lagrangian with respect to the
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D.Ͷ. Hamiltonian analysis

time derivative of the appropriate fields, we obtain themomenta as follows:

π(B)abμν =
δL

δ∂0Babμν
= 0 ,

π(φ)abμν =
δL

δ∂0φabμν
= 0 ,

π(e)aμ =
δL

δ∂0eaμ
=

1− ξ
2

ε0μνρβaνρ ,

π(ω)abμ =
δL

δ∂0ωabμ
= ε0μνρBabνρ ,

π(β)aμν =
δL

δ∂0βaμν
= −ξε0μνρeaρ .

(D.ͳͳ)

None of the momenta can be solved for the corresponding “velocities”, so they all
give rise to primary constraints:

P(B)abμν ≡ π(B)abμν ≈ 0 ,

P(φ)abμν ≡ π(φ)abμν ≈ 0 ,

P(e)aμ ≡ π(e)aμ −
1− ξ
2

ε0μνρβaνρ ≈ 0 ,

P(ω)abμ ≡ π(ω)abμ − ε0μνρBabνρ ≈ 0 ,

P(β)aμν ≡ π(β)aμν + ξε0μνρeaρ ≈ 0 .

(D.ͳʹ)

As usual, the weak, on-shell equality is denoted “≈”, as opposed to the strong,
off-shell equality which is denoted by the usual symbol “=”.

Next we introduce the fundamental simultaneous Poisson brackets between the
fields and their conjugate momenta,

{Bab
μν , π(B)cdρσ } = 4δa[cδ

b
d]δ

ρ
[μδ

σ
ν]δ

(3) ,

{ φabμν , π(φ)cdρσ } = 4δa[cδ
b
d]δ

ρ
[μδ

σ
ν]δ

(3) ,

{ eaμ , π(e)bν } = δabδ
ν
μδ

(3) ,

{ωab
μ , π(ω)cdν } = 2δa[cδ

b
d]δ

ν
μδ

(3) ,

{ βaμν , π(β)bρσ } = 2δabδ
ρ
[μδ

σ
ν]δ

(3) ,

(D.ͳ͵)

and we employ them to calculate the algebra of primary constraints,

{P(B)abjk , P(ω)cdi } = 4ε0ijkδa[cδ
b
d]δ

(3),

{P(e)ak , P(β)bij } = −ε0ijkδabδ
(3),

(D.ͳͶ)
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while all other Poisson brackets vanish. Note that the algebra of primary con-
straints is independent of ξ.

Next we construct the canonical, on-shell Hamiltonian:

Hc =

∫
Σ
d3⃗x
[
1
4
π(B)abμν∂0Bab

μν +
1
4
π(φ)abμν∂0φabμν+

+ π(e)aμ∂0eaμ +
1
2
π(ω)abμ∂0ωab

μ +
1
2
π(β)aμν∂0βaμν

]
− L .

(D.ͳͷ)

The factors 1/4 and 1/2 are introduced to prevent overcounting of variables. Using
(D.Ͳͱ) and (D.Ͳͳ), one can rearrange the expressions such that all velocities are
multiplied by primary constraints, and therefore vanish from the Hamiltonian.
After some algebra, the resulting expression can be written as

Hc = −
∫
Σ
d3⃗x ε0ijk

[
1
2
Bab0i

(
Rab

jk − φabjk
)
+ ea0

(
1
6
Gaijk + εabcd φbcijedk

)
+

+
1
2
βa0kT

a
ij +

1
2
ωab0

(
∇iBab

jk − eaiβbjk
)
− 1
2
φab0i

(
Babjk − 2εabcd ecjedk

)]
,

(D.ͳ͸)
up to a boundary term. The canonical Hamiltonian does not depend on any mo-
menta, but only on fields and their spatial derivatives. Also, note that it does not
depend on ξ either. Finally, introducing Lagrange multipliers λ for each of the
primary constraints, we construct the total, off-shell Hamiltonian:

HT = Hc +

∫
Σ
d3⃗x
[
1
4
λ(B)abμνP(B)abμν +

1
4
λ(φ)abμνP(φ)abμν+

λ(e)aμP(e)aμ +
1
2
λ(ω)abμP(ω)abμ +

1
2
λ(β)aμνP(β)aμν

]
.

(D.ͳ͹)

We proceed with the calculation of the consistency requirements for the con-
straints. The consistency requirement is that the time derivative of each constraint
(or equivalently its Poisson bracket with the total Hamiltonian (D.ͳ͹)) must van-
ish on-shell. This requirement can either give rise to a new constraint, or deter-
mine some multiplier, or be satisfied identically. In our case, the consistency re-
quiremets give rise to a complicated chain structure, depicted in the following
diagram:

ͱ͸͹



D.Ͷ. Hamiltonian analysis

P(β)a0i
ͱ S(T)ai ͱ͵ T(eRφ)ai

P(B)ab0i
Ͳ S(Rφ)abi ͱͳ λ(φ)abij

P(φ)abij
ͳ S(Bee)abij ͱʹ λ(B)ab0i

P(B)abij
ʹ λ(ω)abi

P(β)aij
͵ λ(e)ai

P(ω)abi
Ͷ λ(B)abij

P(φ)ab0i
ͷ S(Bee)abi ͸ T(β)aμν

͹ λ(β)aμνP(ω)ab0

P(e)a0
ͱͰ S(eR)a ͱͲ

0
P(e)ai

ͱͱ S(eRφ)ai

ͱͶ T(eRφ)abk

ͱͷ

λ(φ)ab0i

Here every arrow represents one consistency requirement, and numbers on the
arrows denote the order in which we will discuss them. Steps ͸ and ͱͶ involvemul-
tiple constraints simultaneously, and will require special consideration. Primary,
secondary and tertiary constraints are denoted as P, S and T, respectively.

We begin by discussing consistency conditions ͱ–ͷ,

Ṗ(β)a0i ≈ 0 , Ṗ(B)ab0i ≈ 0 , Ṗ(φ)abij ≈ 0 , Ṗ(φ)ab0i ≈ 0 ,
Ṗ(B)abij ≈ 0 , Ṗ(β)aij ≈ 0 , Ṗ(ω)abi ≈ 0 . (D.ʹͰ)

Calculating the corresponding Poisson brackets with the total Hamiltonian, these
give rise to the following secondary constraints,

S(T)ai ≡ ε0ijkTajk ≈ 0 ,
S(Rφ)abi ≡ ε0ijk

(
Rab

jk − φabjk
)
≈ 0 ,

S(Bee)abij ≡ ε0ijk
(
Bab

0k − 2εabcd ec0edk
)
≈ 0 ,

S(Bee)abi ≡ ε0ijk
(
Bab

jk − 2εabcd ecjedk
)
≈ 0 ,

(D.ʹͱ)

and determine the following multipliers,

λ(ω)abi ≈ ∇iωab
0 + φab0i ,

λ(e)ai ≈ ∇iea0 − ωa
b0ebi ,

λ(B)abij ≈ 4εabcd
(
∇[iec0 − ωcf0ef[i

)
edj] + e[a0βb]ij − 2e[a[iβb]0j] .

(D.ʹͲ)

In step ͸ we discuss the consistency conditions

Ṡ(Bee)abi ≈ 0 , Ṗ(ω)ab0 ≈ 0 , (D.ʹͳ)

simultaneously. Calculating the time derivatives, we obtain

ε0ijk
(
e[a0βb]jk − 2e[ajβb]0k

)
≈ 0 , ε0ijk e[aiβb]jk ≈ 0 , (D.ʹʹ)
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which can be jointly written as a covariant equation

εμνρσ e[aνβb]ρσ ≈ 0 . (D.ʹ͵)

With the assumption that det(eaμ) ̸= 0, this can be solved for βa, giving a set of
very simple tertiary constraints:

T(β)aμν ≡ βaμν ≈ 0 . (D.ʹͶ)

At this point we can immediately analyze the consistency step ͹ as well. Taking
the time derivative of (D.ʹͶ), one easily determines the correspondingmultipliers,

λ(β)aμν ≈ 0 . (D.ʹͷ)

Next, in steps ͱͰ and ͱͱ, from the consistency conditions for the remaining two
primary constraints,

Ṗ(e)a0 ≈ 0 , Ṗ(e)ai ≈ 0 , (D.ʹ͸)

we obtain two new secondary constraints,

S(eR)a ≡ ε0ijkεabcdebiRcd
jk ≈ 0 ,

S(eRφ)ai ≡ ε0ijkεabcd
(
eb0Rcd

jk − 2ebjφcd0k
)
≈ 0 . (D.ʹ͹)

In step ͱͲ we need to discuss the consistency condition for the constraint S(eR)a.
After a straightforward but tedious calculation, one eventually ends up with the
following expression:

Ṡ(eR)a = ∇iS(eRφ)ai + ωb
a0S(eR)b + 2εabcdφcd0kS(T)bk , (D.͵Ͱ)

up to terms proportional to primary constraints. Since the time derivative is al-
ready expressed as a linear combination of constraints, the consistency condition
is trivially satisfied, which is denoted with a zero in the diagram above.

Moving on to steps ͱͳ, ͱʹ and ͱ͵, the consistency conditions

Ṡ(Rφ)abi ≈ 0 , Ṡ(Bee)abij ≈ 0 , Ṡ(T)ai ≈ 0 , (D.͵ͱ)

determine the multipliers

λ(φ)abjk ≈ 2ω[a
c0Rb]c

jk + 2∇[jφab0k] ,
λ(B)ab0k ≈ 2εabcd

[
edkλ(e)c0 − ed0∇kec0 + ωc

f0ed0efk
]
,

(D.͵Ͳ)

and another tertiary constraint

T(eRφ)ai ≡ ε0ijk
(
Rab

jkeb0 + 2φab0jebk
)
≈ 0 . (D.͵ͳ)
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At this point there are only two constraints, T(eRφ)ai and S(eRφ)ai, whose consis-
tency conditions have not been discussed yet. To this end, note that these two
constraints can be rewritten into a very similar form,

S(eRφ)ai = εabcdε0ijk
(
eb0Rcd

jk − 2ebjφcd0k
)
,

T(eRφ)ai = ηacηbdε
0ijk (eb0Rcd

jk − 2ebjφcd0k
)
,

(D.͵ʹ)

where the identical expression in parentheses is contracted with εabcd in the first
constraint and with ηacηbd in the second. This suggests that we should discuss
their consistency conditions simultaneously. As suggested with the step ͱͶ in the
diagram above, we will first rewrite these 24 constaints (D.͵ʹ) into a system of
18 + 6 constraints (to be denoted T(eRφ)abk and T(eRφ)jk respectively) as follows.
Given that the tetrad eaμ is nondegenerate, we can freely multiply the constraints
with it and split the index μ into space and time components. The μ = 0 part is

ea0S(eRφ)ai = −2εabcdε0ijkea0ebjφcd0k ,
ea0T(eRφ)ai = −2ηacηbdε0ijkea0ebjφcd0k ,

(D.͵͵)

where the curvature terms have automatically vanished, while the μ = m part is

eamS(eRφ)ai = eamεabcdε0ijk
(
eb0Rcd

jk − 2ebjφcd0k
)
,

eamT(eRφ)ai = eamηacηbdε
0ijk (eb0Rcd

jk − 2ebjφcd0k
)
.

(D.͵Ͷ)

The system of 18 constraints (D.͵Ͷ) can be shown to be equivalent to the following
constraint:

T(eRφ)abk ≡ φab0k − ef0Rcd
ijFabij

fcdk , (D.͵ͷ)

where Fabij
fcdk is a complicated function of eai only. The proof that the system

(D.͵Ͷ) is equivalent to (D.͵ͷ) is given in section D.͵, and the explicit expression for
Fabij

fcdk is given in equation (D.ͱͱ͸). Second, introducing the shorthand notation
Kabcd ∈ {εabcd, ηacηbd} and using (D.͵ͷ), we define

T(eRφ)i ≡ −2Kabcdε0ijkea0ebjef0Rgh
mnFcdmn

fghk , (D.͵͸)

which represents a set of 3 + 3 = 6 constraints equivalent to (D.͵͵). However, a
straightforward and meticulous (albeit very long) calculation shows that the ex-
pression (D.͵͸) is already a linear combination of known constraints and Bianchi
identities, and is thus already weakly equal to zero. Therefore, T(eRφ)i is not a
new independent constraint, and its consistency condition is automatically satis-
fied.

Summing up the step 16, we have replaced the set of constraints (D.͵ʹ) by an equiv-
alent set (D.͵ͷ). It thus follows that the consistency conditions for S(eRφ)ai and
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T(eRφ)ai are equivalent to the consistency condition for T(eRφ)abk. Consequently,
in step 17, we find that the consistency condition

Ṫ(eRφ)abk ≈ 0 (D.͵͹)

determines the multiplier λ(φ)ab0k as

λ(φ)ab0k ≈ λ(e)f0Rcd
ijFabij

fcdk + 2ef0
[
Rc

hijωhd
0 +∇iφcd0j

]
Fabij

fcdk

+ ef0Rcd
ij
∂Fabij

fcdk

∂ehm
(
∇meh0 − ωh

g0egm
)
.

(D.ͶͰ)

This concludes the consistency procedure for all constraints.

Let us sum up the results of the consistency procedure. We have determined the
full set of constraints andmultipliers as follows: the primary constraints are

P(B)abμν , P(φ)abμν , P(β)aμν , P(ω)abμ , P(e)aμ , (D.Ͷͱ)

the secondary constraints are

S(T)ai , S(Rφ)abi , S(Bee)abij , S(Bee)abi , S(eR)a , (D.ͶͲ)

while the tertiary constraints are

T(β)aμν , T(eRφ)abi . (D.Ͷͳ)

In addition, the determined multipliers are

λ(B)abμν , λ(φ)abμν , λ(β)aμν , λ(ω)abi , λ(e)ai , (D.Ͷʹ)

while the remaining undetermined multipliers are

λ(ω)ab0 , λ(e)a0 . (D.Ͷ͵)

In total, there are — this counting is done per point — C = 248 constraints,
and 10 undetermined multipliers, corresponding to the 10 parameters of the local
Poincaré symmetry of the action.

D.ͳ Local degrees of freedom

Once we have found all the constraints in the theory, we need to classify them into
first and second class. While some of the second class constraints can already be
read from (D.ͳͶ), the classification is not easy since constraints are unique only up
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to linear combinations. Themost efficient way to tabulate all first class constraints
is to substitute all determined multipliers into the total Hamiltonian (D.ͳ͹) and
rewrite it in the form

HT =

∫
d3⃗x
[
1
2
λ(ω)ab0 Φ(ω)ab + λ(e)a0 Φ(e)a +

1
2
ωab

0 Φ(T)ab + ea0 Φ(R)a
]
.

(D.ͶͶ)
The quantities Φ are linear combinations of constraints, but must all be first class,
since the total Hamiltonian weakly commutes with all constraints. Written in
terms of primary and secondary constraints, they are:

Φ(ω)ab = P(ω)ab0 ,

Φ(e)a = P(e)a0 +
1
2
Rcd

ijFfbij
acdkP(φ)fb0k + εabcdebkP(B)cd0k ,

Φ(T)ab = 4εabcdeciS(T)di −∇iS(Bee)abi + ε0ijke[aiT(β)b]jk + 2εabcdefiecjP(B)fdij

−∇iP(ω)abi + 2e[aiP(e)b]i − R[ac
ijP(φ)cb]ij ,

Φ(R)a = −S(eR)a + Rc
hijωhd

0Ffbij
acdkP(φ)fb0k + Rcd

ij
∂Ffbij

acdk

∂ehm
(
∇meh0 − ωh

g0egm
)
P(φ)fb0k

+
1
2
Rcd

ijFfbij
acdk
[
S(Bee)fbk + P(ω)fbk +∇mP(φ)fbkm − 2∇m

(
ee0Fghmk

efbnP(φ)gh0n
)]

−ε0ijk∇iT(β)ajk + εabcdebi∇jP(B)cdij −∇iP(e)ai + εabcd
(
∇keb0 − ωb

f0efk
)
P(B)cd0k .

(D.Ͷͷ)
These are the first class constraints in the theory. The remaining constraints are
second class:

χ(B)abμν = P(B)abμν ,
χ(φ)abμν = P(φ)abμν ,
χ(β)aμν = P(β)aμν ,
χ(ω)abi = P(ω)abi ,
χ(e)ai = P(e)ai ,

χ(T)ai = S(T)ai ,
χ(Rφ)abi = S(Rφ)abi ,
χ(Bee)abij = S(Bee)abij ,
χ(Bee)abi = S(Bee)abi ,

χ(β)aμν = T(β)aμν ,
χ(eRφ)abi = T(eRφ)abi .

(D.Ͷ͸)
Note that χ(β)aμν and χ(β)aμν are different constraints, despite similar notation.
Of course, there is no possibility of confusion since we will never raise or lower
spacetime indices of these constraints in the rest of this analysis. Also, note that
despite the fact that there are 12 components of χ(T)ai, only 6 of them can be
considered second class, since the other 6 are part of the first class constraint
Φ(T)ab.

At this point we can count the physical degrees of freedom, the general formula is
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(ͳ.Ͷͳ). We repeat it here for definiteness:

n = N− F− S
2
. (D.Ͷ͹)

The number of independent field componentsͱ for each of the fundamental fields
is

ωab
μ βaμν eaμ Bab

μν φabμν
24 24 16 36 36

which gives the total N = 136. The number of components of the first class con-
straints is

Φ(e)a Φ(ω)ab Φ(R)a Φ(T)ab
4 6 4 6

which gives the total of F = 20. Similarly, the number of components for the
second class constraints is

χ(B)abμν χ(φ)abμν χ(β)aμν χ(ω)abi χ(e)ai χ(T)ai χ(Rφ)abi χ(Bee)abij χ(Bee)abi χ(β)aμν χ(eRφ)abi
36 36 24 18 12 12− 6 18 18 18 24 18

where we have denoted that only 6 of the total 12 components of χ(T)ai are in-
dependent. Thus the total number of independent second class constraints is
S = 228. This number can also be deduced as the difference between the previ-
ously counted total number of constraints C = 248 and the number of first class
constraints F = 20.

Finally, substituting N, F and S into (D.Ͷ͹), we obtain:

n = 136− 20− 228
2

= 2 . (D.ͷͰ)

We conclude that the theory has two physical (local) degrees of freedom, as ex-
pected for general relativity. We further stress that we assumed that there is no
extra dependence of the constraints. That is with the relation between χ(T)ai and
Φ(T)ab we mentioned above the constraint are assume to be irreducible.

ͱOnce again, we stress that we are counting components per point and consequently finding
local degrees of freedom. In this appendix the terms per point and local wil be take to be implied.
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D.ʹ Inverse tetrad and metric

We perform the split of the group indices into space and time components as
a = (0,

¯
a), and write the tetrad eaμ as a 1+ 3matrix

eaμ =


e00 e0m

e¯a0 e¯am

 . (D.ͷͱ)

Then the inverse tetrad eμb can be expressed in terms of the 3D inverse tetrad (3)em
¯
b

as

eμb =


1
α

−1
α

(3)em
¯
b e0m

−1
α

(3)em
¯
a e¯a0 (3)em

¯
b +

1
α
(

(3)em
¯
a e¯a0

) (
(3)ek

¯
b e0k

)
 , (D.ͷͲ)

where
α ≡ e00 − e0k (3)ek

¯
a e¯a0 (D.ͷͳ)

is the 1× 1 Schur complement [ͱͲ͸] of the 4× 4matrix eaμ. By definition, the 3D
tetrad satisfies the identities

e¯am (3)em
¯
b = δ¯a

¯
b, e¯am (3)en

¯
a = δnm. (D.ͷʹ)

In addition, if we denote e ≡ det eaμ and (3)e ≡ det e¯am, the Schur complement α
satisfies the Schur determinant formula

e = α (3)e , (D.ͷ͵)

which can be proved as follows.

Given any square matrix divided into blocks as

Δ =

[
A B
C M

]
(D.ͷͶ)

such that A andM are squarematrices andM has an inverse, we can use the Aitken
block diagonalization formula [ͱͲ͸][

I −BM−1
I

] [
A B
C M

] [
I

−M−1C I

]
=

[
S

M

]
, (D.ͷͷ)
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where
S = A− BM−1C (D.ͷ͸)

is called the Schur complement of thematrixΔ. TheAitken formula can bewritten
in the compact form

PΔQ = S⊕M, (D.ͷ͹)

where P and Q are the above triangular matrices. Taking the determinant, we
obtain

detP det Δ detQ = det S detM. (D.͸Ͱ)

Since the determinant of a triangular matrix is the product of its diagonal ele-
ments, we have detP = detQ = 1, which then gives the famous Schur determinant
formula:

det Δ = det S detM. (D.͸ͱ)

Now, performing the 1+ 3 block splitting of the tetrad matrix Δ = [eaμ]4×4, we ob-
tain the Schur complement S = [α]1×1, whileM = [e¯am]3×3. The Schur determinant
formula then gives

e = α (3)e , (D.͸Ͳ)

which completes the proof.

Similarly to the tetrad, one can perform a 1+ 3 split of the metric gμν,

gμν =


g00 g0j

gi0 gij

 . (D.͸ͳ)

The inverse metric gμν can be expressed in terms of the 3D inverse metric (3)gij as

gμν =


1
β

−1
β

(3)ging0i

− 1
β

(3)gmjg0j (3)gmn +
1
β
(

(3)gmjg0j
) (

(3)ging0i
)

 , (D.͸ʹ)

where
β ≡ g00 − g0i (3)gijg0j (D.͸͵)

is the 1 × 1 Schur complement of gμν. By definition, the 3D metric satisfies the
identity

gij (3)gjk = δki . (D.͸Ͷ)

ͱ͹ͷ



D.͹. Solving the system of equations

In addition, if we denote g ≡ det gμν and (3)g ≡ det gij, the Schur complement β
satisfies the Schur determinant formula

g = β (3)g. (D.͸ͷ)

The components of themetric can of course bewritten in terms of the components
of the tetrad,

gμν = ηabe
a
μebν. (D.͸͸)

Regarding the inversemetric, the only nontrivial identity is between (3)gij and (3)ei
¯
a .

Introducing the convenient notation e
¯
a ≡ (3)ei

¯
a e0i, it reads:

(3)gij = (3)ei
¯
a

(3)ej
¯
b

[
η¯a¯b +

e¯ae¯b

1− ēcēc

]
. (D.͸͹)

The relationship between determinants and Schur complements is:

g = −e2, (3)g = ((3)e)2
(
1− e

¯
ae¯a
)
, β =

α2

e
¯
ae¯a − 1

. (D.͹Ͱ)

Finally, there is one more useful identity,

g0j (3)gij = (3)ei
¯
a e¯a0 −

α
1− e

¯
be¯b

(3)ei
¯
a e¯a , (D.͹ͱ)

which can be easily proved with some patient calculation and the other identities
above.

D.͵ Solving the system of equations

In order to show that the constraints (D.͵Ͷ) are equivalent to the constraint (D.͵ͷ),
we proceed as follows. Introducing the shorthand notation Kabcd ∈ {εabcd, ηacηbd},
we can rewrite (D.͵Ͷ) in a convenient form

eamKabcdε0ijk
(
eb0Rcd

jk − 2ebjφcd0k
)
≈ 0 . (D.͹Ͳ)

Next we multiply it with the Levi-Civita symbol ε0iln in order to cancel the ε0ijk,
relabel the index m → i and obtain

Kabcd
(
eaiebjφcd0k − eaiebkφcd0j

)
≈ Kabcdeaieb0Rcd

jk . (D.͹ͳ)
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The antisymmetrization in jk indices can be eliminated by writing each equation
three times with cyclic permutations of indices ijk, then adding the first two per-
mutations and subtracting the third. This gives:

Kabcdeaiebjφcd0k ≈ Kabcdea0
[
1
2
ebkRcd

ij − eb[iRcd
j]k

]
. (D.͹ʹ)

Introducing the shorthand notation Pijk and Qijk for the expression on the right-
hand side as

Pijk ≡ ηacηbde
a
0

[
1
2
ebkRcd

ij − eb[iRcd
j]k

]
, Qijk ≡ εabcdea0

[
1
2
ebkRcd

ij − eb[iRcd
j]k

]
,

(D.͹͵)
our system can be rewritten as

ηacηbde
a
iebjφcd0k ≈ Pijk , εabcdeaiebjφcd0k ≈ Qijk . (D.͹Ͷ)

This system consists of 18 equations for the 18 variables φab0k. We look for a solu-
tion in the form

φcd0k = AcdmnPmnk + BcdmnQmnk , (D.͹ͷ)

where the coefficients Acdmn and Bcdmn are to be determined, for arbitrarily given
values of Pijk and Qijk. Substituting (D.͹ͷ) into (D.͹Ͷ) we obtain[

ηacηbdeaiebjAcdmn − δ[mi δ
n]
j

]
Pmnk +

[
ηacηbdeaiebjBcdmn

]
Qmnk ≈ 0 ,[

εabcdeaiebjAcdmn
]
Pmnk +

[
εabcdeaiebjBcdmn − δ[mi δ

n]
j

]
Qmnk ≈ 0 .

(D.͹͸)

Since Pmnk and Qmnk are considered arbitrary, the expressions in the brackets must
vanish, giving the following equations for Acdmn,

ηacηbde
a
iebjAcdmn ≈ δ[mi δ

n]
j , εabcdeaiebjAcdmn ≈ 0 , (D.͹͹)

and for Bcdmn,

ηacηbde
a
iebjBcdmn ≈ 0 , εabcdeaiebjBcdmn ≈ δ[mi δ

n]
j . (D.ͱͰͰ)

Focus first on (D.͹͹). The first equation can be rewritten in the form

eciedjAcdmn ≈ δ[mi δ
n]
j , (D.ͱͰͱ)

and we want to rewrite the second equation in a similar form as well. In order
to do that, we need to get rid of the Levi-Civita symbol on the left-hand side, by
virtue of the identity

det(eaμ)εabcd = εμνρσeaμebνecρedσ . (D.ͱͰͲ)
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Noting that det(eaμ) = det(ηabebμ) = − det(eaμ) = −e and introducing the metric
gμν ≡ eaμeaν, we can multiply this identity with eaiebj to obtain:

εabcdeaiebj = −1
e
εμνρσgμigνjecρedσ . (D.ͱͰͳ)

Substituting this into the second equation in (D.͹͹) gives

εμνρσgμigνjecρedσAcdmn ≈ 0 . (D.ͱͰʹ)

Next we expand the ρ and σ indices into space and time components as ρ = (0, k)
and σ = (0, l) to obtain

2εμν0lgμigνjec0edlAcdmn + εμνklgμigνjeckedlAcdmn ≈ 0 . (D.ͱͰ͵)

The second term on the left can be evaluated using (D.ͱͰͱ), which gives:

2εμν0lgμigνjec0edlAcdmn + εμνmngμigνj ≈ 0 . (D.ͱͰͶ)

The Levi-Civita symbol in the first term is nonzero only if μν are spatial indices,
so we can write

2εrs0lgrigsjec0edlAcdmn + εμνmngμigνj ≈ 0 . (D.ͱͰͷ)

At this point we need to introduce 3D inverse metric, (3)gij, and to split the group
indices into 3 + 1 form a = (0,

¯
a), see section D.ʹ. Multiplying (D.ͱͰͷ) with two

inverse spatial metrics and another Levi-Civita symbol, we can finally rewrite it as:

ec0ediAcdmn ≈ g0j (3)gj[mδn]i . (D.ͱͰ͸)

The goal of all these transformations was to rewrite the system (D.͹͹) into the
form

eciedjAcdmn ≈ δ[mi δ
n]
j , ec0ediAcdmn ≈ g0j (3)gj[mδn]i . (D.ͱͰ͹)

At this point we can expand the group indices on the left-hand side into 3+1 form,
to obtain:

ēcie
¯
djA¯c¯dmn +

(
e0je

¯
di − e0ie

¯
dj
)
A0¯dmn ≈ δ[mi δ

n]
j , (D.ͱͱͰ)

ēc0e
¯
djA¯c¯dmn +

(
e0je

¯
d0 − e00e

¯
dj
)
A0¯dmn ≈ g0k (3)gk[mδn]j . (D.ͱͱͱ)

Now we multiply (D.ͱͱͰ) with (3)ei
¯
a e¯a0 and subtract it from (D.ͱͱͱ). The first terms

on the left cancel, and (D.ͱͱͱ) becomes

−αe
¯
djA0¯dmn ≈ g0k (3)gk[mδn]j − (3)e[m

¯
a δn]j e¯a0 , (D.ͱͱͲ)
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Appendix D. Hamiltonian analysis of the constrained BFCG theory

where α is the 1 × 1 Schur complement matrix of the tetrad eaμ (see section D.ʹ).
Multiplyingwith another inverse 3D tetrad and using the identity (D.͹ͱ), we finally
obtain the first half of the coefficients A:

A0¯amn ≈
1

1− ēcēc
(3)e[m

¯
d

(3)en]¯a e¯d . (D.ͱͱͳ)

Finally, substituting this back into (D.ͱͱͰ) and multiplying with two more inverse
3D tetrads we obtain the second half of the coefficients A:

A¯
a
¯
bmn ≈ (3)e[m¯a (3)en]¯b +

e¯d

1− ēcēc
[
e¯a (3)e[m

¯
d

(3)en]¯b − e¯b (3)e[m
¯
d

(3)en]¯a
]
. (D.ͱͱʹ)

Next we turn to the system (D.ͱͰͰ) for coefficients B. The method to solve it
is completely analogous to the above method of solving (D.͹͹), and we will not
repeat all the steps, but rather only quote the final result:

B0¯bmn ≈
1
4
ε0¯b¯c¯d

[
(3)em

¯
c

(3)en
¯
d + 2 (3)e[m

¯
a

(3)en]
¯
d

e¯aēc
1− e

¯
fēf

]
, (D.ͱͱ͵)

and
B¯
a
¯
bmn ≈ 1

2
1

1− e
¯
fēf

ε0¯a¯b¯c (3)e[m
¯
c

(3)en]
¯
d e¯d . (D.ͱͱͶ)

To conclude, by determining the A and B coefficients in (D.͹ͷ) we have managed
to solve the original system of equations (D.͹Ͳ) for φab0k. Substituting (D.͹͵) into
(D.͹ͷ) the expression for φab0k can be arranged into the form

φab0k ≈ ef0Rcd
mnFabmn

fcdk , (D.ͱͱͷ)

where

Fabmn
fcdk ≡

1
2

[
Aabmnηfcedk − 2Aabimηfcediδ

n
k + Babmnεfhcdehk − 2Babimεfhcdehiδnk

]
, (D.ͱͱ͸)

and coefficients A and B are specified by (D.ͱͱͳ), (D.ͱͱʹ), (D.ͱͱ͵) and (D.ͱͱͶ). Note
that (D.ͱͱ͸) depends only on eai components of the metric (in a very complicated
way), while the dependence of φab0k on ea0 and ωab

i is factored out in (D.ͱͱͷ).

D.Ͷ Levi-Civita identity

The identity for the Levi-Civita symbol in 4 dimensions used in this appendix is:

A[aεb]cdfCcDdFf = −1
2
εabcdAf

[
CdDfFc + CcDdFf + CfDcFd] . (D.ͱͱ͹)
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D.ͺ. Levi-Civita identity

The proof goes as follows. Denote the left-hand side of the identity as

Kab ≡ A[aεb]cdfCcDdFf (D.ͱͲͰ)

and take the dual to obtain:

εaba′b′Kab = εaba′b′εbcdfAaCcDdFf. (D.ͱͲͱ)

Next expand the product of two Levi-Civita symbols into Kronecker deltas and use
them to contract the vectors A, C, D and F:

εaba′b′Kab = 2
[
(A · D)F[a′Cb′] + (A · F)C[a′Db′] + (A · C)D[a′Fb′]

]
. (D.ͱͲͲ)

Now take the dual again, i.e. contract with εa′b′cd to obtain

−4Kcd = εa′b′cdεaba
′b′Kab = 2εa′b′cd

[
(A · D)F[a′Cb′] + (A · F)C[a′Db′] + (A · C)D[a′Fb′]

]
.

(D.ͱͲͳ)
Finally, multiply by −1/4 and relabel the indices to obtain

Kab = −1
2
εabcdAf

[
CdDfFc + CcDdFf + CfDcFd] , (D.ͱͲʹ)

which proves the identity.
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