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FOREWORD

The suggested textbook for this course are, in the order

R.M. Wald, General Relativity, The Universit of Chicago Press, Chicago and London,

1984 referred to as [Wald]

S.W.Hawking and G.F.R. Ellis, The large scale structure of space-time, Cambridge Uni-

versity Press, 1974 referred to as [HawkingEllis]

S. Weinberg, Gravitation and Cosmology, John Wiley and Sons, New York, 1972, referred

to as [WeinbergGC]

S. Weinberg, The quantum theory of fields, Cambridge University Press, 1995, referred

to as [WeinbergQFT]

Reference to other books and papers are given at the end of each section.
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Chapter 1

The Lorentz group

1.1 The group of inertial transformations: the three

solutions

In this section we examine a group theoretical argument which shows that the Lorentz

transformations are a solution of a symmetry problem in which the independence of

the velocity of light from the inertial frame does not play a direct role (see [1],[2] and

reference therein). Actually there might be no signal with such a property and still

Lorentz transformation would maintain their validity. As we shall see the solutions of

the symmetry problem are three: One is Galilei transformations, the other is Lorentz

transformations while the third solution has to be discarded of physical grounds.

We work for simplicity in 1+1 dimensions (x, t). Extension to 1+n dimensions is trivial.

We accept Galilean invariance as a symmetry group in the following sense: in addition to

space-time translations we assume that the equivalent frames form a continuous family

which depends on a single continuous parameter α.

In setting up the rods and synchronizing the clocks we must respect homogeneity; e.g.

for synchronizing the clocks we can use any signal (elastic waves, particles etc.) provided

we divide by 2 the time of come back.

The most general transformation for the coordinates of the events is

x′ = f(x, t, α)

t′ = g(x, t, α).

We require:

9



10 CHAPTER 1. THE LORENTZ GROUP

1) Homogeneity of space time under space time translations

i.e. in

dx′ =
∂f

∂x
dx+

∂f

∂t
dt

dt′ =
∂g

∂x
dx+

∂g

∂t
dt

the partial derivatives do not depend on x and t. Thus we have a linear transformation.

Choosing the origin of space and time properly we have

x′ = a(α)x+ b(α)t

t′ = c(α)x+ d(α)t.

If v is the speed of O′ in the frame L we have

0 = a(α)x+ b(α)t = a(α)vt+ b(α)t; i.e. b(α) = −va(α).

From now on we shall use as parameter v instead of α i.e. write

x′ = a(v)x+ b(v)t

t′ = c(v)x+ d(v)t.

and the equivalent frames move one with respect to the other with constant speed.

2) Isotropy of space

Inverting x → y = −x and x′ → y′ = −x′ we admit to have also a transformation of the

group with some speed u

y′ = a(u)y + b(u)t

t′ = c(u)y + d(u)t.

Substituting the previous into the above we get

a(v) = a(u); b(v) = −b(u); c(v) = −c(u); d(v) = d(u)

and thus

u = −v; a = a(|v|); d = d(|v|); c(−v) = −c(v).

3) Group law

The equivalence of all inertial frames implies that the transformation form a group. Thus

there must exist the inverse (unique)

(

a(w) −wa(w)
c(w) d(w)

)(

a(v) −va(v)
c(v) d(v)

)

= I
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which provides

w = −va(v)
d(v)

= −vρ(v)

where

ρ(v) ≡ a(v)

d(v)
.

We obtain also
a(v)

c(v)
= −d(w)

c(w)
.

But as A−1A = I = AA−1 we must also have

a(w)

c(w)
= −d(v)

c(v)

and dividing
a(v)

d(v)
=
d(w)

a(w)
; i.e. ρ(w) =

1

ρ(v)

that is we have reached the functional equation

ρ(−vρ(v)) = 1

ρ(v)
= ρ(vρ(v))

where in the last passage we took into account that a and d and thus ρ are even functions.

To solve the equation set

xρ(x) = ζ(x); ρ(x) =
ζ(x)

x

and we have

ρ(ζ(v)) =
1

ρ(v)

i.e.

ρ((ζ(v)) =
v

ζ(v)

or

ζ(ζ(v)) = v. (1.1)

As a(0) = d(0) = 1 we have the additional information ζ(0) = 0 and ζ ′(0) = 1. Expand

in power series

ζ(x) = x+ a2x
2 + a3x

3 + . . .

Eq.(1.1) becomes

x+ a2x
2 + a3x

3 + · · ·+ a2(x+ a2x
2 + a3x

3 + . . . )2 + a3(x+ a2x
2 + a3x

3 + . . . )3 + · · · = x

which gives

2a2 = 0.
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Then the equation becomes

a3x
3 + · · ·+ a3(x+ a3x

3 + . . . )3 + a4(x++a3x
3 + . . . )4 + · · · = 0

which gives

2a3 = 0

and so on. Finally we have ζ(v) = v, with the consequences a(v) = d(v) and w = −v.
For a proof of ζ(v) = v without recourse to a power series expansion see [1].

We now exploit the relation
(

a(v) va(v)

−c(v) a(v)

)(

a(v) −va(v)
c(v) a(v)

)

= I

obtaining

a2(v) + va(v)c(v) = 1.

We notice that
(

a(v) −va(v)
1−a2(v)
va(v)

a(v)

)

∈ SL(2, R).

Composing two transformations of the above type, recalling that d = a, we must obtain

a transformation of the same type
(

a′ b′

c′ a′

)(

a b

c a

)

=

(

a′a+ b′c a′b+ b′a

c′a + a′c c′b+ a′a

)

i.e. b′c = c′b or
c′

b′
=
c

b
= k independent of v.

From the expression of c(v) and b(v) we have

a(v) =
1√

1− kv2

where the + determination of the square root has to be chosen, as we know that a(0) = 1.

Substituting we have
(

1√
1−kv2 −v 1√

1−kv2

− kv√
1−kv2

1√
1−kv2

)

1. k = 0

In this case we have the Galileo transformations
(

1 −v
0 1

)
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2. 0 < k ≡ 1/c2

In this case we have the Lorentz transformations; setting x0 = ct







1
√

1− v2

c2

−
v
c

√

1− v2

c2

−
v
c

√

1− v2

c2

1
√

1− v2

c2






=

(

coshα − sinhα

− sinhα coshα

)

∈ SO(1, 1)

with v/c = tanhα. The product of two transformation characterized by α and β gives

the transformation characterized by α + β.

Composition of velocities
v

c
⊕ w

c
=

v
c
+ w

c

1 + vw
c2

(1.2)

shows that c is a limit velocity. Eq.(1.2) can also be written as

v

c
= tanhα,

w

c
= tanh β,

v

c
⊕ w

c
= tanh(α + β).

With respect to the event (0, 0), events can be invariantly classified as past present and

future.

3. 0 > k ≡ −1/c2

In this case setting x0 = ct we have the transformation







1
√

1+ v2

c2

−
v
c

√

1+ v2

c2
v
c

√

1+ v2

c2

1
√

1+ v2

c2






∈ SO(2).

Combining more of these transformations we can turn time into space, and there is no

more distinction between present past and future. There are obvious problems with

causality.

References

[1] J-M. Levy-Leblond, “One more derivation of the Lorentz transformation” American

Journal of Physics, 44 (1976) 271.

[2] B. Preziosi, “Inertia principle and transformation laws” Nuovo Cim. 109 B (1994)

1331.
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1.2 Lorentz transformations

Combinations of rotations, boosts and inversions gives rise to a transformation

x′ = Λx (1.3)

with the property 〈x, ηx〉 = 〈x′, ηx′〉, where x0 = ct and η = Diag(−1, 1, 1, 1) i.e.

η = ΛTηΛ. (1.4)

The topology is defined by the metric tr((Λ′ − Λ)T (Λ′ − Λ)). From (1.4) we have also

Λ−1η−1 = η−1ΛT , i.e.

η−1 = Λη−1ΛT . (1.5)

Obviously det Λ = ±1 and from Eq.(1.4), −1 = −(Λ0
0)

2 + (Λj0)
2 and thus |Λ0

0| ≥ 1.

Real transformations satisfying (1.4) and with det Λ = 1 and Λ0
0 ≥ 1 are the restricted

Lorentz group. They form a group because the determinant is a representation and we

have that Λ0
0 ≥ 1 is conserved in the composition. In fact

(Λ′Λ)00 = Λ′ 0
0Λ

0
0 + Λ′ 0

jΛ
j
0

and from Eq.(1.4)

(Λ′ 0
0)

2 > Λ′ j
0Λ

′ j
0

while from Eq.(1.5)

(Λ 0
0)

2 > Λ 0
jΛ

0
j

and using Schwarz inequality we have

|Λ′ 0
jΛ

j
0| < Λ′ 0

0Λ
0
0

which provides (Λ′Λ)00 > 0. The elements of the Lorentz group can be classified by the

sign of the determinant (+,−) and by the sign of Λ0
0, (↑, ↓), L↑

+, L
↑
−, L

↓
+, L

↓
−. Due to

the discontinuity in the determinant and in Λ0
0 they form disjoint sets. L↑

+ is called the

restricted Lorentz group. The other sets are not groups and can be reached from the

elements of L↑
+ by applying Is (parity) It (time inversion), Ist = IsIt (strong reflections).

The sets L↑
+ ∪L↑

−, L
↑
+ ∪L↓

+, L
↑
+ ∪L↓

−, are subgroups, respectively the orthochronous, the

proper and the orthocorous subgroups.

We have 16 elements with 10 conditions thus 6 real degrees of freedom. Given a Λ belong-

ing to the restricted Lorentz group it can be always written as RZS where Z is a boost

along z and R, S rotations. This can be done by deconstruction. Such decomposition is

not unique as seen by counting the degrees of freedom.
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Lorentz transformations can be defined also as the diffeomorphisms preserving the dis-

tance

ds2 = dxµηµνdx
ν . (1.6)

and such that x′µ(0) = 0. If Eq.(1.6) is left invariant under x′µ = x′µ(x) then the

transformation is linear. In fact from

0 =
∂2x′λ

∂xσ∂xµ
ηλρ

∂x′ρ

∂xν
+
∂x′λ

∂xµ
ηλρ

∂2x′ρ

∂xν∂xσ
(I)

we have

0 =
∂2x′λ

∂xµ∂xν
ηλρ

∂x′ρ

∂xσ
+
∂x′λ

∂xν
ηλρ

∂2x′ρ

∂xσ∂xµ
(II)

0 =
∂2x′λ

∂xν∂xσ
ηλρ

∂x′ρ

∂xµ
+
∂x′λ

∂xσ
ηλρ

∂2x′ρ

∂xµ∂xν
(III)

0 = I − II + III = 2
∂x′λ

∂xµ
ηλρ

∂2x′ρ

∂xν∂xσ

and as x→ x′ is a diffeomorphisms and thus invertible

∂2x′ρ

∂xν∂xσ
= 0

which implies x′ linear functions of the x.

References

[1] R.F. Streater and A.S. Wightman,“ PCT, spin and statistics and all that”W.A.Benjamin,

New York, 1964

1.3 SL(2, C) is connected

A ∈ SL(2, C) can be written as A = aσ0 + b · σσσ with a complex number and b complex

vector related by detA ≡ a2−b2 = 1. We have A−1 = aσ0−b·σσσ. To see the connectedness
of SL(2, C) bring b to 0 avoiding b2 = −1. a is constrained to move by continuity. At

the end we have a = ±1. If a = −1 bring the element to the identity by

(

eiα 0

0 e−iα

)

∈ SL(2, C).
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1.4 SL(2, C) is the double covering of the restricted

Lorentz group

Let B = σµx
µ with σ0 the identity and σk the Pauli matrices. B is hermitean iff xµ is

real. detB = −xT ηx. If A ∈ SL(2, C)

ABA+ = B′ = σµx
′µ = σµΛ

µ
νx

ν (1.7)

defines a Lorentz transformation; in fact B′ is hermitean and detB′ = detB. If A1 induces

Λ1 and A2 induces Λ2, A2A1 induces Λ2Λ1.

If A is unitary i.e. an element of SU(2), Λ is a rotation. If A is hermitean Λ is a boost

e.g.

cosh
φ

2
+ σ3 sinh

φ

2

induces the Lorentz boost

x′
0
= cosh φ x0 + sinh φ x3, x′

3
= sinhφ x0 + coshφ x3, x′

1
= x1, x′

2
= x2

Thus Λ covers all the restricted Lorentz group. It is a double covering. In fact if for all

hermitean B

ABA+ = CBC+

then

C−1AB = BC+(A+)−1

Putting B = 1 we have

C−1A = C+(A+)−1

and then C−1A has to commute with all hermitean matrices and thus with all 2 × 2

matrices. By Schur lemma C−1A = α. But SL(2, C) tells us α2 = 1 thus α = ±1.

Thus due to the discontinuity in the determinant and in Λ0
0, A cannot describe elements

of L↑
−, L

↓
+, L

↓
− and thus SL(2, C) is exactly the double covering of L↑

+.

1.5 The restricted Lorentz group is simple

Here we follow Wigner [1] writing explicitly the transformations that in Wigner paper are

described by words.

To start: the rotation group is simple.
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In fact suppose G to be an invariant subgroup of SO(3) and g ∈ G, g 6= I described by

A ∈ SU(2)

A = cosα/2− in · σσσ sinα/2; α 6= 0, α 6= ±π.

Then with U ∈ SU(2) representing a rotation by an angle β around the axis k

UAU+ = UAU−1

induces a new transformation belonging to G i.e. the rotations induced by

B = cosα/2− im · σσσ sinα/2

with m the rotation of the unit vector n by the angle β around the axis k. Thus to G
belong all rotations by α around any axis. BA also induces a rotation belonging to G

BA = cos2 α/2−m · n sin2 α/2

−i(m+ n) · σσσ sinα/2 cosα/2− im ∧ n · σσσ sin2 α/2

which is a rotation by an angle γ with cos γ/2 = cos2 α/2 − m · n sin2 α/2 and thus we

have rotations of any angle γ with 0 < γ < 2α and from the above results rotations by γ

around any axis. Composing such rotations we have rotations by any angle around any

axis and thus the full rotation group. On the other hand SU(2) is not simple due to the

presence of the invariant subgroup I,−I.

We come now to the Lorentz group. Given an element Λ 6= I of the restricted Lorentz

group belonging to the invariant subgroup G let A be a representative of Λ in SL(2, C)

(the other is −A). By means of a similitude transformation SAS−1 in is possible to reduce

it (Jordan reduction) to the one of the two forms

(

ρ 0

0 ρ−1

)

with ρ2 6= 1 or

(

±1 1

0 ±1

)

with S ∈ SL(2, C) and thus as A 6= ±I, G must contain the transformations induced

by one of the two above elements and also their inverses. In the first case by taking the

conjugation with
(

1 b

0 1

)

we obtain
(

1 −b
0 1

)(

ρ 0

0 ρ−1

)(

1 b

0 1

)

=

(

ρ b(ρ− ρ−1)

0 ρ−1

)
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and thus
(

ρ−1 0

0 ρ

)(

ρ x

0 ρ−1

)

=

(

1 y

0 1

)

for any y; taking the conjugation with iσ1 we also obtain

(

1 0

y 1

)

.

In the second case by conjugation with elements

(

α 0

0 α−1

)

∈ SL(2, C)

we obtain the same matrices where 1 has to be substituted with k = ±1. Then keeping

in mind that G is a group

(

k i

0 k

)(

k 0

i k

)(

k i

0 k

)

=

(

0 i

i 0

)

⇒ Xπ ∈ G.

Xπ is the rotation by π around x. Thus due to the previous theorem all rotations belong

to G. Then denoting by Z a boost along z and keeping in mind that XπZ
−1Xπ = Z we

have

G ∋ ZXπZ
−1 ·Xπ = Z ·XπZ

−1Xπ = Z2

and as any boost along z can be written as Z2, all boosts along z belong to G and

combining with rotations all elements of the Lorentz group belong to G. We conclude

that the restricted Lorentz group is simple. On the other hand SL(2, C) is not simple

due to the presence of the invariant subgroup I,−I.

References

[1] E.P. Wigner, “ On unitary representations of the inhomogeneous Lorentz group” Ann.

Mathematics, 40 (1939) 149, pag. 167.

1.6 SL(2, C) is simply connected

Consider a closed contour of b(ξ) in C3 and a corresponding contour a(ξ) with the restric-

tion a continuous and a2−b2 = 1, 0 ≤ ξ ≤ 1 and a(1) = a(0) (see Figure 1.1). Look at the

closed contour in the complex b2 plane. If such a contour does not enclose the point −1

we can deform it to a point e.g. by b(ξ, λ) = λb(ξ), 1 ≥ λ ≥ 0. a(ξ, λ) =
√

1 + b(ξ, λ)2

is determined by continuity. At the end for λ = 0 we have b ≡ 0 and a ≡ ±1 where
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the + or − depends on the original determination of the square root for λ = 1 and we

succeeded in shrinking the contour to a point (see Figure 1.2).

If the contour in the complex b2 plane encloses the point −1 it has to do it an even

number of times (see Figure 1.3); otherwise a(ξ) does not follow a closed contour i.e.

a(1) = −a(0). In this case perform the same shrinking as in the previous case and stop

when the contour touches the point −1 i.e. when λ20b
2(ξ0) = −1 (see Figure 1.4). Then

continue the contraction as follows

b(ξ, ρ) = λ0b(ξ0) + [λ0b(ξ)− λ0b(ξ0)]ρ

with ρ varying from 1 to 0. We have for all ρ, b(ξ0, ρ) ≡ λ0b(ξ0) and thus a(ξ0, ρ) ≡ 0.

For ρ = 0 we have that the contour has shrunk to the point λ0b(ξ0) and a = 0.

On the other hand L↑
+ is not simply connected. In fact consider a path A(ξ) in SL(2, C)

for 0 ≤ ξ ≤ 1 such that A(0) = I and A(1) = −I. To such a path there corresponds a

closed path in L↑
+. However such a path in L↑

+ cannot be shrunk to a point because the

corresponding path in SL(2, C) is constrained to have A(0) = −A(1). SL(2, C) is the

universal covering of L↑
+.

a  − complex plane

C   −  vector space3

b

Figure 1.1: Contour in C3 and in the a complex plane
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2

−1

b   − complex plane

Figure 1.2: Contour of b2

2

−1

b   − complex plane

Figure 1.3: First deformation

1.7 Little groups

These are the subgroups of the restricted Lorentz group which leave unchanged a given

four vector.

1. Time like four vector: we can always choose (1, 0, 0, 0) gives SU(2) the group of

rotations and vice versa. (3 parameter group). In fact if

Aσ0A
+ = σ0 ≡ I

we have that A is unitary. It classifies the particle of non zero mass.

2. Light-like four vector: we can always choose (1, 0, 0, 1). It gives the little group of the
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2

−1

b   − complex plane

Figure 1.4: Second deformation

photon. In fact

A

(

1 0

0 0

)

A+ =

(

a b

c d

)(

1 0

0 0

)(

a∗ c∗

b∗ d∗

)

=

(

1 0

0 0

)

gives

A =

(

eiα/2 b

0 e−iα/2

)

∈ E(2)

E(2) being the inhomogeneous two dimensional euclidean group. In fact defined

Tx =

(

1 x

0 1

)

and Rα =

(

eiα/2 0

0 e−iα/2

)

we have

TxTy = Tx+y, RαRβ = Rα+β , TxRα = RαTe−iαx

which are the composition relations of E(2). It classifies the particles of zero mass. Barring

the existence of a continuous degree of freedom [1], the states of the particle are classified

by the eigenvalues of the operator of rotation around the z axis which is the direction

of the space part of the momentum i.e. the helicity. The irreducible representation of

the little group is then given by a single state; if we introduce parity to this the state of

opposite helicity state has to be added.

3. Space-like four vector: we can always choose (0, 0, 1, 0). It gives the little group of the

tachyon, given by SL(2, R) as seen by

σ2 detA = Aσ2A
T = σ2 = Aσ2A

+
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from which A+ = AT . As one can expand the scattering amplitude at fixed energy (little

group (1)) in representations of SU(2) (spherical harmonics), similarly one can expand

the scattering amplitude at fixed momentum transfer (little group (3)) in representations

of SL(2, R). Regge poles are the singularities of the Fourier transform of the scattering

amplitude, in the unitary irreducible representations of SL(2, R).
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1.8 There are no non-trivial unitary finite dimen-

sional representations of the restricted Lorentz

group

Consider

HPH−1

with

H =

(

c + s 0

0 c− s

)

with c = cosh φ
2
and s = sinh φ

2
and

P =

(

1 1

0 1

)

(1.8)

we have

HPH−1 =

(

1 eφ

0 1

)

∈ SL(2, C).

For eφ = n positive integer we have

(

c+ s 0

0 c− s

)(

1 1

0 1

)(

c− s 0

0 c+ s

)

=

(

1 n

0 1

)

=

(

1 1

0 1

)n

thus we have matrices Hn and P such that

HnPH
−1
n = P n.

The induced transformations of L↑
+ satisfy

LnLPL
−1
n = LnP .
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For a unitary representation of L↑
+ we have

VnUV
+
n = Un

with Vn and U unitary operators. If the representation is finite dimensional (D dimen-

sional) we have that U and Un must have the same eigenvalues, for any integer n. Thus

is λ1 is an eigenvalue of U also λ21, λ
3
1, . . . λ

D+1
1 must be eigenvalues of U and as there

are at most D different eigenvalues we have that λk11 = 1 for some k1 ≤ D and thus

λ1 = e2πin1/k1 and the same holds for all eigenvalues. As a result UN for N = k1k2 . . . kD

has all eigenvalues equal to 1 and UN being unitary we have UN = I. Thus

U = V +
N U

NVN = V +
N IVN = I.

The kernel of the representation, i.e. the elements which are represented by I form an

invariant subgroup of L↑
+. But the restricted Lorentz group is simple and as to P there

corresponds an element of L↑
+ different from the identity, the kernel of the representation

is the whole L↑
+ and thus the representation is trivial.

The result holds also for the finite dimensional unitary representations of the universal

covering group of L↑
+ i.e. SL(2, C). In fact the only invariant subgroup of SL(2, C) is

(I,−I) and P given by (1.8) does not belong to this subgroup.
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1.9 The conjugate representation

A+, A−1, AT are not representations. (A+)T ≡ A∗ is a representation, called the conjugate

representation. (A+)−1 is also a representation.

In SU(2) the conjugate representation is equivalent to the fundamental representation A

as seen from

U = a− iσσσ · b; a,b real and a2 + b2 = 1.

U∗ = σ2Uσ2.

This is a peculiarity of SU(2). Moreover for unitary representations (U+)−1 = U . For

SL(2, C), A∗ is inequivalent to A as seen by taking the trace e.g. of

(

i −2

1 i

)

. On the

other hand (A+)−1 is equivalent to A∗ as seen by the detA = 1 relation written as
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σ2 = ATσ2A

which gives

σ2 = A+σ2A
∗; (A+)−1 = σ2A

∗σ2.

Let pµ be a four vector (in the following pµ = −i~ ∂

∂xµ
, pµ = ηµνpν). We have

Aσµp
µA+ = σµp

′µ = σµΛ
µ
νp
ν

and also

A∗σ∗
µp

µAT = σ∗
µp

′µ = σ∗
µΛ

µ
νp
ν

equivalent to

Ãσ̃µp
µÃ+ = σ̃µΛ

µ
νp
ν

with Ã ≡ σ2A
∗σ2 = (A+)−1 and σ̃µ = σ2σ

∗
µσ2, i.e. σ̃µ = (σ0,−σσσ). Being the representation

Ã more elegant we shall use it instead of A∗.

It is not too difficult to prove that A and Ã are the only inequivalent two-dimensional

continuous representations of SL(2, C).

1.10 Relativistically invariant field equations

By this we mean linear differential equations invariant under space time translations i.e.

whose coefficients do not depend on x and invariant under the local linear transformation

ψ′(x′) = S(Λ1)ψ(x), x′ = Λ1x

S(Λ1) being a linear transformation. They can always be reduced to first order differential

equations. As

ψ′′(x′′) = S(Λ2)ψ
′(x′) = S(Λ2)S(Λ1)ψ(x) = S(Λ2Λ1)ψ(x)

S(Λ) has to be a representation of the Lorentz group (or better of its universal covering

SL(2, C)).

Simplest cases which will be relevant in the future.
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1.11 The Klein-Gordon equation

φ′(x′) = φ(x)

In the following we shall use the notation pµ = −i~ ∂

∂xµ
and pµ = ηµνpν . The invariant

Klein-Gordon equation is

−pµpµφ(x) = m2c2φ(x)

i.e.

∂µ∂
µφ(x) =

m2c2

~2
φ(x).

The Klein-Gordon equation can be derived from the invariant action

S =

∫

d4x (ηµν∂µφ
+∂νφ+

m2c2

~2
φ+φ)

1.12 The Weyl equation

We look for an equation whose field is represented by a two component vector which

transforms accordingly to the (0, 1/2) representation

ψ′(x′) = Ãψ(x)

where Aσµx
µA+ = σµx

′µ equivalent to Ãσ̃µx
µÃ+ = σ̃µx

′µ.

Such an equation is given by

σµp
µψ(x) = 0. (1.9)

In fact if (1.9) holds we have

σµp
′µÃψ(x) = σµp

′µψ′(x′) = 0 (1.10)

as seen by rewriting (1.9) as

0 = Aσµp
µA+Ãψ = σµp

′µÃψ.

Multiplying on the left by σ̃µp
µ we have

−pµpµψ(x) = 0

i.e. Weyl equation describes particles of zero mass.

It is not possible to add to it a mass term

σµp
µψ(x) =Mψ(x) (1.11)
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M being a 2 × 2 matrix, without violating Lorentz invariance. In fact if ψ(x) ∈ (0, 1/2)

we have σµp
µψ(x) ∈ (1/2, 0) because

σµp
′µψ′(x′) = Aσµp

µA+ψ̃(x) = Aσµp
µψ(x)

from which

Mψ(x) = A−1MÃψ(x); ∀A ∈ SL(2, C). (1.12)

or

Mψ(x) = A+MAψ(x); ∀A ∈ SL(2, C). (1.13)

Choose a point x such that ψ(x) 6= 0 and replacing A with AU , A ∈ SL(2, C), U ∈ SU(2)

we have

Mψ(x) = U+A+MAUψ(x) .

Taking the scalar product

(Uψ(x), A+MAUψ(x)) = (ψ(x),Mψ(x)) ≡ c(ψ(x), ψ(x)) = c(Uψ(x), Uψ(x))

for all U ∈ SU(2) and as Uψ(x) covers the whole two dimensional space we have A+MA =

cI, which has to hold for all A ∈ SL(2, C). For A = I we haveM = cI so that cI = cA+A

for all A ∈ SL(2, C), which implies it implies c = 0.

Going over to the Fourier transform we have

σµp
µψf (p

0,p) = 0, with (p0)2 − p2 = 0. (1.14)

Equation (1.9) is not invariant under parity. In fact let us look for an invertible matrix

P such that

ψ′(x′) = Pψ(x) with x′ = (x0,−x)

and such that

σµp
′µψ′(x′) = 0

i.e.

(σ0p
0 − σσσ · p)Pψ(x) = 0.

Going over to Fourier transform we have

(σ0p
0 + σσσ · p)ψf (p0,p) = 0 and (σ0p

0 − σσσ · p)Pψf (p0,p) = 0. (1.15)

i.e. we must have

−σσσ · pψf (p0,p) = P−1σσσ · pPψf(p0,p) .
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Taking p → −p we have also

−σσσ · pψf (p0,−p) = P−1σσσ · pPψf(p0,−p).

ψf (p
0,p) and ψf (p

0,−p) span the two dimensional space otherwise from ψf (p
0,−p) =

αψf (p
0,p) it follows

σ0p
0ψf (p

0,p) = 0.

Thus

−σσσ · p = P−1σσσ · pP, ∀p.

But such a matrix P does not exists as seen from

{σσσ · p, aσ0 + σσσ · b} = 2a σσσ · p+ 2b · p .

Similar results hold for a ψ(x) which transforms as ψ′(x′) = Aψ(x) and obeys σ̃µp
µψ(x) =

0. Weyl equation can be derived from the invariant action

S =

∫

d4x ψ+(x)σµ(−i∂µ)ψ(x)

Such an action is hermitean as seen by taking the hermitean conjugate and integrating

by parts.

1.13 The Majorana mass

It is possible to give a mass to a two component field transforming according to the

(1/2, 0) representation of the restricted Lorentz group as follows (similar considerations

can be done for the (0, 1/2) representation). Let us consider the equation

σ̃µp
µφ(x) = −imc σ2φ∗(x) . (1.16)

We saw already that if φ′(x′) = Aφ(x) then σ̃µp
′µφ′(x′) = Ãσµp

µφ(x) ∈ (0, 1/2). Thus

we have simply to prove that σ2φ
∗(x) ∈ (0, 1/2). In fact

σ2(Aφ(x))
∗ = σ2A

∗σ2σ2φ
∗(x) = Ã σ2 φ

∗(x) . (1.17)

Multiplying Eq.(1.16) on the left by σµp
µ and using again Eq.(1.16) we obtain, taking

into account that (pµ)∗ = −pµ,

−p2φ(x) = m2c2φ(x)

proving that both component of the spinor φ(x) satisfy the massive Klein-Gordon equa-

tion.
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Equation (1.16) can be derived by varying the action

S =

∫

d4x [φ+(x)iσ̃µ∂
µφ(x) +

imc

2
(φTσ2φ(x)− φ+σ2φ

∗)] (1.18)

Again integrating by parts it is proved that the action S is hermitean.

The action (1.18) is invariant under the parity transformation

φ′(x′) = Pφ(x) = σ2φ
∗(x), with x′ = (x0,−x) (1.19)

and thus also the equations of motion are invariant under such a transformation.

1.14 The Dirac equation

Consider again a ψ(x) which transforms according to

ψ′(x′) = Ãψ(x).

Posing

σµp
µψ(x) = φ(x) (1.20)

we have that φ(x) transforms like

φ′(x′) = Aφ(x).

In fact

Aσµp
µA+Ãψ(x) = Aφ(x)

i.e.

σµp
′µψ′(x′) = φ′(x′)

We have now four components and we must supply other two equations, invariant under

Lorentz transformations. These are given by

σ̃µp
µφ(x) = κψ(x)

which is invariant as

Ãσ̃µp
µÃ+Aφ(x) = κÃψ(x)

i.e.

σµp
′φ′(x′) = κψ′(x′).

Multiplying now (1.20) on the left by σ̃µp
µ we have

−pµpµψ(x) = κψ(x)
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i.e. the two equations

σµp
µψ(x) = φ(x)

σ̃µp
µφ(x) = κψ(x)

describe particles of mass m such that m2c2 = κ. It is better to distribute in more

symmetrical way the κ

σµp
µψ(x) = mc φ(x)

σ̃µp
µφ(x) = mc ψ(x).

Thus the

Ψ(x) =

(

ψ(x)

φ(x)

)

transforms according to the (1/2, 0)⊕ (0, 1/2) representation. From σ̃σσ = −σσσ it is imme-

diately seen that the parity transformation is

Ψ′(x′) = PΨ(x), with x′ = (x0,−x)

and

P =

(

0 1

1 0

)

.

We can also write

σµpµψ(x) = mc φ(x)

σ̃µpµφ(x) = mc ψ(x)

with σµ = ηµνσν or
[

−
(

1 0

0 1

)

p0 +

(

σk 0

0 −σk

)

pk

]

Ψ(x) = mc

(

0 1

1 0

)

Ψ(x)

which can also be written as

(γµ∂µ +
mc

~
)Ψ(x) = 0

with

γ0 =

(

0 −i
−i 0

)

antihermitean (1.21)

γj =

(

0 −iσj
iσj 0

)

hermitean. (1.22)

These are the same γ matrices as adopted in [1]. Notice that defined

Σµ =

(

σ̃µ 0

0 σµ

)

(1.23)
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and

A =

(

Ã 0

0 A

)

(1.24)

we have obviously

AΣµA+ = ΣνΛ
ν
µ.

Taking into account that γµ = iΣµP we have

AΣµ(iP )(−iP )A+(iP ) = Σν(iP )Λ
ν
µ

i.e.

AγµA−1 = γνΛ
ν
µ. (1.25)

In addition it will be useful to define γ5 = −iγ0γ1γ2γ3 which in the same representation

assumes the form

γ5 =

(

1 0

0 −1

)

hermitean.

In the following also the symbol ∂/ = γµ∂µ will be used.
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1.15 The Rarita- Schwinger equation

In developing supergravity we shall need the field theoretical description of spin 3/2

particles. These are described by a vector- spinor ψµ. We recall that a 4−vector V µ has

spin content 0⊕1 because ∂µV
µ is a scalar. On the other hand a spinor describes a particle

of spin 1/2. As a consequence the spin content of ψµ is (0⊕ 1)⊗ 1/2 = 1/2⊕ 1/2⊕ 3/2

and thus we have two unwanted spin 1/2 particles. These can be eliminated by imposing

the following supplementary conditions γλψλ = 0 and ∂λψ
λ = 0, which set to zero two

spinors. For massive particles both conditions are contained in the Rarita- Schwinger

equation, which in addition contains the dynamical equations for the ψλ. Such equation

is

εµνρσγνγ5(∂ρ +
m

2
γρ)ψσ = 0 (1.26)

where

ε0123 = 1, ε0123 = −1.

The only properties of the γµ we shall use are the Clifford algebra

{γµ, γλ} = 2ηµλ
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and the ensuing relation {γλ, γ5} = 0.

By taking the divergence of Eq.(1.26) we have, for m 6= 0

εµνρσγνγ5γρ∂µψσ = 0. (1.27)

But

εµνρσγνγ5γρ = −i(γµγσ − γσγµ)

and thus

(γµγσ − γσγµ)∂µψσ = 0.

Rewriting the above as

(2γµγσ − 2ηµσ)∂µψσ = 0

we obtain

∂/ (γσψσ)− ∂µψ
µ = 0 (1.28)

with ∂/ = γµ∂µ. We contract now Eq.(1.26) with γµ to obtain

εµνρσγµγνγ5∂ρψσ +
m

2
εµνρσγµγνγ5γρψσ = 0.

The first term vanishes due to Eq.(1.27) and thus we have

0 = (γργσ − γσγρ)γρψσ = −2(γσγρ − ησρ)γρψσ = −6γσψσ = 0.

Due to Eq.(1.28) it implies also ∂µψ
µ = 0. Now we prove that each component of the

Rarita- Schwinger field satisfies the Dirac equation. The term of the Rarita- Schwinger

equation proportional to m can be written as

i
m

2
(γµγσ − γσγµ)ψσ = im(γµγσ − ηµσ)ψσ = −imψµ.

With regard to the derivative term, it can be rewritten as

εµνρσγνγ5∂ρψσ = εµνρσγνγ5δ
λ
σ∂ρψλ =

1

2
εµνρσγνγ5(γ

λγσ + γσγ
λ)∂ρψλ =

=
1

2
εµνρσγνγ5γ

λγσ∂ρψλ.

But the following equality holds

1

2
εµνρσγνγ5γ

λγσ = i(ηρλγµ − ηµλγρ)

which substituted in the previous expression gives

−i∂/ψµ.
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Summing the two terms we have

∂/ψµ +mψµ = 0.

Obtaining the constraints from the Rarita- Schwinger equation is similar to what happens

in the massive vector theory in which the equations of motion are

∂µF
µν −m2Aν = 0,

with Fµν = ∂µAν −∂νAµ. Taking the divergence of the above equation we have ∂νA
ν = 0.

We come now to the massless Rarita- Schwinger equation

εµνρσγνγ5∂ρψσ = 0. (1.29)

Such equation is invariant under the gauge transformation

ψσ → ψσ + ∂ση

with η an arbitrary spinor. Contracting Eq.(1.29) with γµ gives

0 = (γργσ − γσγρ)∂ρψσ = 2(γργσ − ησρ)∂ρψσ = 2∂/ (γσψσ)− 2∂σψ
σ.

A useful gauge choice is γσψσ = 0, which induces ∂σψ
σ = 0. Such a gauge is at least

locally attainable because the equation

γσψσ + ∂/ η = 0

is solvable in η; the inverse of ∂/ is given by ∂/ ∂−2.

1.16 Transformation properties of quantum fields

We saw that classically the transformation properties of (local) fields are

ψ′(x′) = S(Λ)ψ(x), with x′ = Λx. (1.30)

Eq.(1.30) can be rewritten as

ψ′(x) = S(Λ)ψ(Λ−1x).

This is the notation universally adopted. It would be more proper to write instead of

S(Λ), S(A) where A is an element of SL(2, C).
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In the quantum treatment we shall adopt the Heisenberg picture where the state vector

is given sub specie aeternitatis i.e. constant in time and unchanged under Lorentz trans-

formations. The transformation of field is induced by a unitary transformation which

is a representation of the Lorentz group, more properly of SL(2, C) i.e. the one valued

representation of the universal covering of the Lorentz group.

ψ′(x) = U+ψ(x)U = S(Λ)ψ(Λ−1x). (1.31)

In order to be a representation U has to stay on the right. In fact if

U+
1 ψ(x)U1 = S(Λ1)ψ(Λ

−1
1 x)

and

U+
2 ψ(x)U2 = S(Λ2)ψ(Λ

−1
2 x)

we have

U+
2 U

+
1 ψ(x)U1U2 = S(Λ1)U

+
2 ψ(Λ

−1
1 x)U2 = S(Λ1)S(Λ2)ψ(Λ

−1
2 Λ−1

1 x) =

S(Λ1)S(Λ2)ψ(Λ
−1
2 Λ−1

1 x) = S(Λ1Λ2)ψ((Λ1Λ2)
−1x).

Transformation (1.31) can also be rewritten as

U+ψ(Λx)U = S(Λ)ψ(x)

or

Uψ(x)U−1 = S(Λ)−1ψ(Λx)

which is the form given in [1]

U2U1ψ(x)U
+
1 U

+
2 = S(Λ1)

−1U2ψ(Λ1x)U
+
2 = S(Λ1)

−1S(Λ2)
−1ψ(Λ2Λ1x) =

= S((Λ2Λ1)
−1ψ(Λ2Λ1x).

One could work also in the Schroedinger picture in which the fields in different reference

frames are represented by the same operator ψ(x) and the state vector changes according

to Ω → UΩ, U being a unitary representation of the Lorentz group. Then

(UΩ, ψ(x)UΩ) = S(Λ)(Ω, ψ(Λ−1x)Ω) = (Ω, U+ψ(x)UΩ).
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Chapter 2

Equivalence principle and the path

to general relativity

2.1 Introduction

We saw that special relativity does not differentiate from classical mechanics with regard

to the invariance under inertial transformations, except for the existence of a limit velocity.

If a field Aµ exists whose equation of motion are

∂µF
µν = 0 with Fµν = ∂µAν − ∂νAµ

we have that such a limit velocity is actually reached by the signals described by the field

F µν .

One may attempt the inclusion of gravitational phenomena within the framework of spe-

cial relativity. The simplest idea is to describe gravitational phenomena by means of a

scalar field e.g. by changing the metric from ηµν to ηµνe
φ(x) (Nordström theory). A

scalar field provides an attractive force and if such a field is of zero mass one has the

Newtonian behavior 1/r2 of the force at large distances. On the other hand such a theory

does not forecast the correct value for the advance of the perihelion of Mercury and most

important does not satisfy the equivalence principle as seen most clearly in the absence of

the deflection of light [1]. Equivalence principle on material bodies is verified with great

accuracy (Eötvös 10−9; Dicke 10−11; Shapiro et at. (free fall) 10−13 and more accurate

experiments are under way).

The equivalence principle shows that the avenue of extending the invariance of the laws

of physics to more general coordinate transformations than Lorentz transformations, is a

promising path toward a theory of gravitation.

35
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Beware that the principle of equivalence can hold only “ultralocally”, i.e. in the abstract

case of point bodies; there are phenomena related to the gravitational field which do not

vanish even when the size of the laboratory is shrunk to zero. For example a quadrupole

formed by two masses m joined by a rod of length 2l posed in the gravitational field

described by the acceleration g > 0 for which ∂g
∂z

= k2 6= 0 when aligned near the z axis

is subject to oscillations of pulsation ω = k, independent of l, i.e. a frequency which does

not vanish for l → 0.

Given a general metric gµν describing a gravitational field the principle of equivalence

requires that given one event x, it must be possible to reduce by means of a congruence

the metric in x to the Lorentzian form, i.e. a non singular real matrix A must exist such

that

ATgA = η where Aµν =
∂xµ

∂yν
(2.1)

Thus the signature of g has to be (3, 1) and as a consequence det g < 0. Obviously given

x there are infinite diffeomorphisms xµ = xµ(y) which realize (2.1).
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2.2 Motion of a particle in a gravitational field

In absence of gravitational fields we know that the action of a particle is given by

S = −mc
∫ x2

x1

√
−ds2 =

∫ q2t2

q1t1

L(q, q̇)dt

with

L(q, q̇) = −mc
√

c2 − q̇iq̇jηij .

From the variational principle of analytical mechanics we know that the correct action in

presence of gravitational fields generated by a change of coordinates is

S = −mc
∫ x2

x1

√

−gµνdxµdxν (2.2)

and this gives a coordinate independent formulation of the law of motion.
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If we accept the idea that a gravitational field is described by a generic metric gµν the

laws of motion have to be postulated, but the form Eq.(2.2) appears the most natural

[1]. Thus we shall assume that also in presence of gravitational fields which cannot be

removed over a finite region of space time by means of a coordinate transformation, the

law of motion for a material body is given by Eq.(2.2).

The principle is to render maximum the length of the trajectory when keeping the initial

and final events fixed. The principle of equivalence is then satisfied as we have reduced the

problem of motion to a geometrical problem, where the mass, the shape, the substance of

the body do not intervene. Thus one has a geometrization of the gravitational field and

of the motion of particles under the influence of a gravitational field.
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2.3 Hamiltonian of a particle in a gravitational field

.

The Lagrangian is

L = −mc
√

−gµν
dxµ

dt

dxν

dt
= −mc

√

−c2g00 − gij q̇iq̇j − 2cg0iq̇i .

It is instrumental to write the metric in the ADM form (see section 7.1 for more details)

ds2 = −N2dt2 + hij(dx
i +N idt)(dxj +N jdt).

We shall give a thorough interpretation of N and N i in the future. The hypersurfaces

t = const. are space like i.e. the vector (0, dxi) has positive norm i.e. hijdx
idxj is definite

positive. hij is usually called the space metric even if it coincides with the space metric

obtained by the coincidence method only for N i = 0. In terms of N, hij, N
i the gµν is

given by

gµν =

(

N ihijNj−N2

c2
hnlN

l

c
hmlN

l

c
hmn

)

with inverse gµν =

(

− 1
N2

Nn

N2

Nm

N2 hmn − NmNn

N2

)

.

The Lagrangian becomes

L = −mc
√
Z

with

Z = N2 −N ihijN
j − hij q̇

iq̇j − 2N ihij q̇
j.
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We have

pi =
mc(q̇i +Ni)√

Z
(2.3)

where we have lowered the indices of q̇i and N i with the metric hij. Keep in mind that

the conjugate momenta are the pi (lower indices).

We have the identity

pip
i =

m2c2(−Z +N2)

Z

or

Z =
m2c2N2

pipi +m2c2

which allows, using Eq.(2.3) to solve in the q̇i

q̇i +Ni =

√
Z

mc
pi

from which we have

H = piq̇
i − L =

√
Z

mc
pip

i − piN
i +mc

√
Z =

=

√
Z

mc
(pip

i +m2c2)− piN
i = N

√

pihijpj +m2c2 − piN
i

hij being the inverse of hij . N,N
i, hij are functions of t and qi.

The relevant Hamilton equations are

ṗi = −∂H
∂qi

.

We can now write the Hamilton-Jacobi equation for S(q, q0, t, t0)

N
√

∂iShij∂jS +m2c2 −N j∂jS = −∂tS .

Removing the square root by squaring we have

gµν∂µS∂νS +m2c2 = 0

which has a covariant form being S a scalar. If we denote by qi0 the coordinates of the

initial event, the relevant equation of motion are

∂S

∂qj0
= const

which give implicitly qj as a function of t. We shall see an application of such equation

in computing the geodesic motion in a time independent metric.
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For a “static” metric i.e. N i ≡ 0 and small velocities we have

ṗi = −mc∂N
∂qi

.

Let us write for the static metric −g00 = N2/c2 = 1 + 2φ/c2 which for N2/c2 ≈ 1 (weak

gravitational field) gives N = c+ φ/c and thus

ṗi = −m∂φ

∂qi

i.e. φ is the Newtonian gravitational potential.
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Chapter 3

Manifolds

3.1 Introduction

The most important characteristics of a manifold are its dimension n and its degree of

smoothness, given by the degree of smoothness of the transition functions. The three most

important categories are TOPn where the transition functions are simply continuous and

they define the topological manifolds; PLn where the transition functions are piece-wise

linear and the DIFFn in which the transition functions are C∞. For the relations between

them and the possibility and number of inequivalent ways of smoothing a manifold i.e. of

extracting a compatible C∞ atlas see [1,2,3].

In two dimensions one can consider holomorphic transition function giving rise to the

concept of Riemann surface. Sometime real-analytic transition function in n dimensions,

i.e. transition function given locally by convergent power expansions, are considered [4].
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3.2 Mappings, pull-back and push-forward

For any regular mapping φ between manifolds

φ

M −→M ′

M and M ′ not necessarily of the same dimensions, it is possible to define the pull-back of

a function f defined on M ′, given by f(φ(p)) and denoted by φ∗f(p). It is also possible

to define the push-forward of a vector V denoted by φ∗V(p′) as follows: Given a vector

V ∈ T (p), p ∈ M , defined by the motion λ(t) with λ(0) = p, one considers the vector

in T (p′), p′ = φ(p) ∈ M ′ defined by the motion on M ′, φ(λ(t)) again at t = 0. Such a

vector which belongs to T (p′) i.e. to the tangent space ofM ′ at p′ will be called the push-

forward of the vector V(p) defined at T (p) and written as φ∗V(p′).

Using the push-forward of vectors, forms are naturally pulled back e.g. for the one-form

w, φ∗w is defined by

〈V(p), φ∗w(p)〉 ≡ 〈φ∗V(p′), w(p′)〉.

In the case of diffeomorphisms between manifolds the inverse of φ exists and it is possible

to define the push-forward of forms and the pull-back of vectors. For vectors the pull-back

φ∗V(p) is defined by (φ−1)∗V(p), where p ∈ M , while for forms the push-forward φ∗ω(p
′)

is defined by (φ−1)∗ω(p′), where p′ ∈M ′. One verifies that (φ−1)∗ = φ∗ and (φ−1)∗ = φ∗.

Beware that in the pull-back process, the argument of the result is the starting point of

the mapping, while in the push-forward process it is the end point of the mapping.

This notation, which is the most useful, can be source of confusion in the case of the

push-forward. For this reason it useful to define also the linear operator φ̂ from the space

T (p) to T (p′)

φ∗V(p′) = φ̂V(p) . (3.1)

For a product of two mappings

α β

M −→ M ′ −→ M ′′

one has with p′ = α(p), p′′ = β(p′) = β ◦ α(p)

(β ◦ α)∗V(p′′) = β̂α∗V(p′) = β̂α̂V(p).

If α and β are diffeomorphisms and thus invertible transformations we can write

(β ◦ α)∗V(p′′) = β̂α∗V(β−1p′′) = β̂α̂V(α−1β−1p′′) .
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3.3 Vector fields and diffeomorphisms

We state now an important theorem [1]:

If X is a C∞ vector field with compact support (in particular if the manifold is com-

pact) then there is a unique family of diffeomorphisms φt which for all t ∈ R satisfy the

properties

(1) φt is C
∞

(2) φs+t(q) = φs ◦ φt(q)
(3) X(q) is the tangent vector at t = 0 of the motion φt(q).

(4) Every collection of diffeomorphisms ψt satisfying (3) must coincide with φt.

The outcome is that for compact manifolds there is a one to one correspondence between

one parameter abelian groups of diffeomorphisms and C∞ vector fields. Such a result will

allow the definition of the Lie derivative.

If the vector field has a non compact support we can still obtain a local result by con-

sidering, given a point p, an open neighborhood of it Up and working with the vector

field ρ(x)X where ρ(x) is a C∞ function which is equal to 1 in a neighborhood of p and

vanishes outside a compact support.
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3.4 The Lie derivative

This is a concept related to a vector field i.e. a vector X(p) defined at each point of

the manifold; it operates on functions, forms, vector and tensor fields, giving as a result

functions, forms, vector and tensor fields of the same order.
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In the following we shall denote by φt the abelian group of diffeomorphisms generated by

the vector field X.

Lie derivative of a function

LXf(p) = lim
t→0

1

t
[φ∗
t f(p)− f(p)] = X i∂if(p) ≡ X(f)(p)

Lie derivative of a form field

Forms ω are naturally pulled-back; the definition of the Lie derivative is

LXω(p) = lim
t→0

1

t
[φ∗
tω(p)− ω(p)]

Lie derivative of a vector field

φt being a diffeomorphisms it has inverse φ−1
t = φ−t and so the pull-back of a vector is

well defined.

LXY(p) = lim
t→0

1

t
[φ∗
tY(p)−Y(p)] = lim

t→0

1

t
[(φ−1

t )∗Y(p)−Y(p)] =

= lim
t→0

1

t
[φ−t∗Y(p)−Y(p)] = lim

t→0

1

t
[Y(p)− φt∗Y(p)]. (3.2)

3.5 Components of the Lie derivative

We write down now the components of the Lie derivatives of a form ω = ωkdx
k. Denoting

on a given chart the diffeomorphism φt by

x′ = φ(x, t), φ(x, 0) = x

the pull-back of ω is

ω(φ(x, t))m
∂φm(x, t)

∂xk
dxk.

Taking the derivative with respect to t at t = 0 and recalling that

∂φm(x, t)

∂t

∣

∣

∣

∣

t=0

= Xm(x)

we obtain

LX(ω)k =
∂ωk
∂xm

Xm + ωm
∂Xm

∂xk
(3.3)
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which easily generalizes to a Λn form

LX(ω)k1...kn =
∂ωk1...kn
∂xm

Xm + ωmk2...kn
∂Xm

∂xk1
+ · · ·+ ωk1k2...m

∂Xm

∂xkn
.

In computing the components of the Lie derivative of a vector one has to keep in mind that

the argument of the push-forward is the end point. We shall use a chart with coordinates

x and for clearness sake we shall write for the diffeomorphism

(φt(p))
k = φk(x, t)

and

∂mφ
k(x, t) =

∂φk(x, t)

∂xm
.

Notice that φk(x, 0) = xk and

∂mφ
k(x, 0) = δkm.

We have

[φt∗Y(x)]k = Y m(φ(x,−t)) ∂mφk(φ(x,−t), t)

and taking the derivative with respect to t, we have

d

dt
[φt∗Y(x)]k =

d

dt

[

Y m(φ(x,−t))∂mφk(φ(x,−t), t)
]

|t=0 =

−∂lY m(x)X l(x)δkm + Y m(x)(
∂

∂t
δkm + ∂mX

k(x)) =

= Y m(x)∂mX
k(x)−Xm(x)∂mY

k(x).

Taking into account Eq.(3.2) we have

(LXY)k = Xm∂mY
k − Y m∂mX

k (3.4)

Thus LXY = −LYX = [X,Y]. The last is not simply a symbol but a real commutator

of the operations.

X(Y(f)) = Xm ∂

∂xm
(Y n ∂

∂xn
f)

and antisymmetrizing

X(Y(f))−Y(X(f)) = (Xm∂Y
k

∂xm
− Y m∂X

k

∂xm
)
∂f

∂xk

which by the way, proves independently that the commutator of two vector fields is a

vector field.
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A simpler method to obtain the components of the Lie derivative of a vector field is to

notice that given any form ω = ωmdx
m we have that s = ωmY

m is a scalar and the Lie

derivative of a scalar is the simple derivative. Then we have

LXs = ∂mωkX
mY k + ωk∂mY

kXm = (LXω)kY
k + ωk(LXY)k

and from the expression of the components of the Lie derivative of 1-forms (3.3) we have

again (3.4).

3.6 Commuting vector fields

We recall that there is a bijection between C∞ vector fields with compact support and

one-parameter abelian groups of diffeomorphisms. Given the vector field X we shall call

φt the associated group of diffeomorphisms. Let now be α an other diffeomorphism which

commutes with φt

α ◦ φt ◦ α−1 = φt.

By taking the derivative with respect to t at t = 0 we have

α∗X(p) = X(p)

(always recall that the argument of the push-forward is the end point of the mapping).

Vice-versa given a whatever diffeomorphism α also α ◦ φt ◦ α−1 is a one-parameter group

of diffeomorphisms and according to the previous results it is generated by α∗X. If it

turns out that α∗X = X then due to the bijection we have

α ◦ φt ◦ α−1 = φt.

Thus we have at present the following result: necessary and sufficient condition for α to

commute with φt is that α∗X = X.

Given now the field Y and the diffeomorphisms ψs generated by it, if ψs commutes with

φt we have

φt ◦ ψs ◦ φ−1
t = ψs

and thus

φt∗Y = Y

which through the definition of Lie derivative implies

LXY = 0.
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We prove now the reverse, that is if

LXY ≡ [X,Y] = 0

then the diffeomorphism φt generated by X commutes with the diffeomorphism ψs gen-

erated by Y.

Let us consider, given a point p, the vector C defined by

C(t) = φt∗Y(p).

We shall see in a moment that C′(t) = 0 and thus

φt∗Y(p) = Y(p)

which implies from the above reasonings that φt and ψs commute.

To prove that C′(t) = 0 let us write

C′(t) = lim
h→0

1

h
(φt+h∗Y(p)− φt∗Y(p)) = lim

h→0

1

h

[

φ̂tφ̂hY(φ−1
h ◦ φ−1

t (p))− φ̂tY(φ−1
t (p))

]

where we used the notation of Eq.(3.1). Then

C′(t) = φ̂t lim
h→0

1

h

[

φ̂hY(φ−1
h ◦ φ−1

t (p))−Y(φ−1
t (p))

]

=

= φ̂t lim
h→0

1

h

[

φh∗Y(φ−1
t (p))−Y(φ−1

t (p))
]

=

= −φ̂tLXY(φ−1
t (p)) = −φt∗LXY(p) = 0

due to the vanishing of LXY. Summing up: Necessary and sufficient condition for the two

abelian groups of diffeomorphisms φt and ψs to commute is that their associated vector

fields X(p), Y(p) commute.

Given two commuting one-parameter abelian groups of diffeomorphisms φt and ψs, we

can construct a two dimensional surface by moving a given point p as follows

ψs ◦ φt(p)

and on this surface, set the coordinates system t, s. The coordinate basis of the tangent

space then contain
∂

∂t
= X(p);

∂

∂s
= Y(p)

The above results can be extended to an arbitrary number of commuting vector fields.
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3.7 Stokes’ theorem

Given an n-dimensional manifold M , a local system of coordinates x1 . . . xn defines, if the

manifold is orientable, an orientation. This means that we associate to the symbol

∫

V

f dx1 ∧ . . . dxn

the value
∫

V

f dx1 . . . dxn

where dx1 . . . dxn is the usual measure.

The orientation on V induces an orientation on the boundary ∂V as follows: Choose

around a point of ∂V a local system of coordinates u1 . . . un which is equioriented with

x1 . . . xn i.e.
∂(x1 . . . xn)

∂(u1 . . . un)
> 0

and such that ∂V is described by u1 = 0 and u1 is negative inside and positive outside

V . Then the orientation on ∂V is given by

∫

∂V

g du2 ∧ . . . dun =

∫

∂V

g du2 . . . dun .

This convention is equivalent to the one adopted in [1]. Once defined the orientation on

∂V we have Stokes’ theorem for an n− 1 form on M
∫

V

dω =

∫

∂V

ω .

Thus if

ω = ων2...νn
dxν2 ∧ . . . dxνn

(n− 1)!

we have

∫

V

∂λων2...νn
dxλ ∧ dxν2 ∧ . . . dxνn

(n− 1)!
=

∫

∂V

ων2...νn
∂xν

2

∂uσ2
. . .

∂xν
n

∂uσn
duσ2 ∧ · · · ∧ duσn

(n− 1)!
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Chapter 4

The covariant derivative

4.1 Introduction

We give the defining properties of the covariant derivative. Given a vector field Y, dXY

is a vector field with the properties

dfX+gZY = fdXY + gdZY (I)

dX(αY + βZ) = αdXY + βdXZ α, β = const. (II)

dX(fY) = df(X)Y + fdXY. (III)

From the property (I) we see that such covariant derivative can be written as the result

of a vector valued 1-form dY applied to X i.e.

dXY = 〈dY,X〉 ≡ dY(X).

dY is called the covariant differential. From the property (III) we have that

d(fY) = dfY + fdY.

Writing Y = eaY
a we have

dY = dea Y a + eadY
a.

Thus the covariant derivative is completely defined by the 1-forms Γba

dea = ebΓ
b
a; Γba ∈ Λ1.

By calling eb the basis in the dual space dual to ea i.e.

eb(ea) = δba

49
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we can write

Γba = Γbace
c

or equivalently

Γbac = 〈Γba, ec〉 ≡ Γba(ec).

We have

dY = dea Y a + eadY
a = ea(dY

a + ΓabY
b) ≡ ea∇Y a

where ∇Y a is defined by

∇Y a ≡ dY a + ΓabY
b ∈ Λ1

(1,0).
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4.2 Transformation properties of the connection

We have imposed dXY to be a vector field, or equivalently dY to be a vector valued

1-form. This imposes the transformation properties of the connection components under

local changes of the frame ea. Under eb = e′aΩ
a
b with Ω ∈ GL(n,R) we have

deb ≡ eaΓ
a
b = e′aΓ

′a
c Ω

c
b + e′adΩ

a
b = e′aΩ

a
cΓ

c
b

i.e.

Γ = Ω−1dΩ+ Ω−1Γ′Ω. (4.1)

or

Γ′ = ΩdΩ−1 + ΩΓΩ−1. (4.2)

Writing

Γab = Γabce
c

we have

Γabc = (Ω−1)addΩ
d
b(ec) + (Ω−1)adΓ

′d
fkΩ

f
bΩ

k
c. (4.3)

In coordinate base under a change of coordinates we have

uµ = u′
νΩ

ν
µ = u′

ν

∂x′ν

∂xµ
and Ωµν =

∂x′µ

∂xν
.

Substituting in Eq.(4.3) we obtain the familiar transformation of the connection in the

coordinate frame where the argument of Γabc on the l.h.s. is x and the argument of Γ′d
fk

on the r.h.s. is x′ and they represent the same event.

Notice that for the Lorentz transformation of Chapter 1, Λ = Ω = const.
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4.3 Parallel transport

Given a path γ(t) and a vector Y(γ(t)) defined along γ we say that the vector Y is parallel

transported along γ(t) if, being X(t) the tangent vector to γ(t), we have dY(X(t))) = 0

for all t i.e.

Xν∂νY
µ + ΓµβνY

βXν = 0

It appears that the above expression involves values of Y µ outside the curve γ(t). Thus

one extends the vector Y to a smooth field in a neighborhood of γ(t). We have

Xν∂νY
µ =

dY µ(γ(t))

dt

showing that such term does not depend on the particular extension.

Giving the connection at a point p is equivalent to giving the parallel transport of a frame

of n independent vectors Y(k) in n independent directions starting from p

dY a
(k)(eb) + Γac(eb)Y

c
(k) = 0

which can be solved as

Γac(eb) = −dY a
(k)(eb)R

(k)
c

being R
(k)
c the inverse matrix of Y c

(k) which exists being the vectors Y(k) independent.

These result are immediately extended to a general gauge theory by replacing the tangent

space Tp with a general N dimensional vector space V .

4.4 Geodesics

A curve γ(t) is called a geodesic curve if its tangent vector X(γ(t)) has along γ(t) a

covariant derivative proportional to X(γ(t)) itself i.e.

dX(X) = α(γ(t))X.

In component form

∇Xa(X) = dXa(X) + Γab(X)Xb = α(γ(t))Xa

without any commitment up to now about the reference frame in the tangent space. Using

the coordinate basis uµ we have

Xν∂νX
µ + ΓµβνX

βXν = α(γ(t))Xµ
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If we write γ(t) in the form x(t) and Xµ =
dxµ

dt
we have

d2xµ

dt2
+ Γµβν

dxβ

dt

dxν

dt
= α(t)

dxµ

dt
.

The r.h.s can be put to zero by a change in the parametrization γs(s) = γ(t(s)). In fact

we obtain
d2xµ

ds2
+ Γµβν

dxβ

ds

dxν

ds
=

(

α(t(s))
(dt

ds

)2
+
d2t

ds2

)

dxµ

dt
.

Going over to the inverse function, using s = s(t(s)), 1 = s′(t(s))t′(s), 0 = s′′(t(s))(t′(s))2+

s′(t(s))t′′(s) we have to solve

α(t) =
s′′(t)

s′(t)

whose general solution is

s(t) = c0 + c1

∫ t

0

dt′ exp

(

∫ t′

0

α(t′′)dt′′

)

.

Thus s is defined up to an affine transformation and as such called the affine parameter.

A geodesic curve parametrized by an affine parameter is called simply a geodesic.

4.5 Curvature

Take the exterior covariant differential of dea

ddea = d(ebΓ
b
a) = ebdΓ

b
a + ecΓ

c
b ∧ Γba ≡ ebR

b
a

Rb
a ∈ Λ2 is the curvature 2-form. In matrix form

R = dΓ + Γ ∧ Γ

(Notice: being Γ a matrix Γ ∧ Γ is not necessarily zero; similarly being d the covariant

differential dd is not necessarily zero). Given a vector Y = eaY
a we have

dd(eaY
a) = d(ebΓ

b
aY

a + eadY
a) =

= eaΓ
a
b ∧ ΓbcY

c + eb dΓ
b
aY

a − ebΓ
b
a ∧ dY a + eaΓ

a
b ∧ dY b = ebR

b
aY

a

thus the curvature Ra
b is a linear mapping of Tp into itself which does not depend on the

field Y.
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We derive now the transformation properties of the curvature. Given ea = e′bΩ
b
a with

Ω ∈ GL(n) using the above formula we have

ddea ≡ ebR
b
a = e′cΩ

c
bR

b
a = dd(e′bΩ

b
a) = d(de′b Ω

b
a + e′b dΩ

b
a) (4.4)

= e′c R
′c
b Ω

b
a − de′b ∧ dΩba + de′b ∧ dΩba + e′b ddΩ

b
a = e′c R

′c
b Ω

b
a (4.5)

i.e.

R = Ω−1R′ Ω or R′ = Ω R Ω−1

and thus Ra
b are the components of a (1,1) tensor 2-form.

4.6 Torsion

We shall introduce torsion formally and then go over to its physical meaning. The torsion

Sa is a (1,0) valued 2-form defined by

Sa = ∇ea.

We recall that being ea(eb) = δab , e
a transforms under local changes of frames according

to Ω i.e. like the components of a vector: e′a = Ωabe
b. Thus the explicit expression of Sa

is

Sa = ∇ea = dea + Γab ∧ eb ∈ Λ2
(1,0).

We have

S ′a ≡ ∇e′a = de′a + Γ′a
b ∧ e′b = d[Ωabe

b] + Γ′a
b ∧ e′b (4.6)

= dΩab ∧ eb + Ωabde
b + (Ω dΩ−1 Ω)ab ∧ eb + ΩabΓ

b
c ∧ ec (4.7)

= ΩabS
b (4.8)

or S ′ = ΩS i.e Sa transforms like the components of a vector.

Given an n component field Wa which transforms like Wa = W ′
bΩ

b
a we shall call it of type

(0, 1) while those V a which transform like V ′a = ΩabV
b we shall call of type (1, 0). We shall

define ∇ acting on Wa, by imposing the validity of Leibniz rule ∇(WaV
b) = ∇(Wa)V

b +

Wa∇(V b), linearity and that on the invariant function WaV
a we have ∇(WaV

a) =

d(WaV
a). As a result

∇Wa = dWa −WbΓ
b
a.

We can extend such definition to the case in which Wa and V a are differential form by

imposing

∇(Wa ∧ V a) = d(Wa ∧ V a)
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We cannot write for the l.h.s.

∇(Wa ∧ V a) = ∇Wa ∧ V a +Wa ∧ ∇V a

because this is inconsistent with

d(Wa ∧ V a) = dWa ∧ V a + (−)wWa ∧ dV a

being w the order ofWa, when e.g. the connection is identically zero. Thus we shall write

∇(Wa ∧ V a) = ∇Wa ∧ V a + (−)wWa ∧ ∇V a

from which we obtain

∇Wa = dWa − (−)wWb ∧ Γba = dWa − Γba ∧Wb

being Γba a one form.

By taking linear combinations of fields WbV
a one extends the above rules to tensors T ab

and actually to any tensorial form of any order T a1,...amb1...bn
∈ Λt(m,n) e.g.

∇T ab = dT ab + Γac ∧ T cb − (−)t T ac ∧ Γcb

which can be written in matrix form as

∇T = dT + Γ ∧ T − (−)t T ∧ Γ.

4.7 The structure equations

First Bianchi identity: compute the Λ3 form

∇Ra
b = ∇(dΓ + Γ ∧ Γ)ab

∇R = ddΓ + dΓ ∧ Γ− Γ ∧ dΓ + Γ ∧R −R ∧ Γ =

dΓ ∧ Γ− Γ ∧ dΓ + Γ ∧ (dΓ + Γ ∧ Γ)− (dΓ + Γ ∧ Γ) ∧ Γ = 0.

These are identities i.e. satisfied by any connection Γab.

Second Bianchi identity: take the covariant differential of Sa

∇Sa = ddea + dΓab ∧ eb − Γab ∧ deb + Γab ∧ (deb + Γbc ∧ ec) = Ra
b ∧ eb ∈ Λ3

(1,0).

These are identities i.e. satisfied by any connection Γab and any forms ea.

Summarizing in matrix form

∇R = 0; ∇S = R ∧ e.
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4.8 Non abelian gauge fields on differential manifolds

One replaces the tangent space Tp with an abstract N dimensional vector space Vp. The

covariant differential is defined similarly; to avoid confusion we shall use the symbol D.

If vm is a base of the space Vp

Dvm = vnA
n
m

where Amn is the gauge field one-form. The field strength is defined as the curvature

induced by Amn ∈ Λ1

DDvn = vmF
m
n

F = dA+ A ∧ A.

The expanded version is the following: putting A = Aµdx
µ and F = 1

2
Fµνdx

µ ∧ dxν we

have

Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ].

The first Bianchi identity is proven in exactly the same way; denoting withD the covariant

differential acting on the components, we have

Λ3 ∋ DF = 0.

The expanded form of the above equation is

DλFµν + cyclic = 0

with

DλFµν = ∂λFµν + [Aλ, Fµν ].

Under vn = v′
mU

m
n one has

A′ = UdU−1 + UAU−1; F ′ = UFU−1. (4.9)

The above described is the gauge theory of the group GL(N). We can restrict however

the connection to the Lie algebra of a less general group G and the gauge transformations

to the elements of G.

It is very easy to see that if U ∈ G both UdU−1 and UAU−1 are elements of the Lie

algebra L of G. Consider in fact a trajectory γ(t) ∈ G with γ(0) = I

dγ = A ∈ L .

Then also the trajectory Uγ(t)U−1 ∈ G goes through I for t = 0 and thus we have

UdγU−1 = UAU−1 ∈ L .
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Similarly given a U(t) ∈ G with U(0) not necessarily I we have U(0)U−1(t) ∈ G and

U(0)U−1(0) = I and thus U(0)dU−1(0) ∈ L .

In the following we shall often make use of the non degeneracy of the trace form of a

faithful representation of a given Lie algebra.

If the group G is compact we know that, as all its representations are equivalent to

unitary representations (i.e. antihermitean generators), any faithful representation of its

Lie algebra has non degenerate trace form i.e. if trAB = 0, for any B we have A = 0.

Such non degeneracy holds also for faithful representations of non compact groups which

have a semi-simple Lie algebra. E.g. the non compact group SL(2, C) is not semi-simple

due to the presence of the invariant subgroup I,−I but a simple calculation shows that the

Lie algebra of SL(2, C) is semi-simple and thus the trace form of a faithful representation

of the Lie algebra of SL(2, C) is non degenerate.
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4.9 Non compact electrodynamics

Consider the case in which the vector space is one dimensional on the reals. Then the

general vector is V = vV ; the connection is

Dv = vA

with A real 1-form. The field strength is given by

DDv = v(dA+ A ∧A) = vdA = vF.

Explicitly

F = dA = d(Aνdx
ν) = ∂µAνdx

µ ∧ dxν = (∂µAν − ∂νAµ)
dxµ ∧ dxν

2
=

= Fµν
dxµ ∧ dxν

2
.

Consider the general linear transformation on v, v = v′e−Λ(x). We have

A′ = e−Λ(x)deΛ(x) + e−Λ(x)AeΛ(x) = dΛ + A

and

F ′ = e−Λ(x)FeΛ(x) = F.

Λ is the usual gauge transformation.
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4.10 Meaning of torsion

As already stated torsion is a space related concept. Consider two infinitesimal vectors v

and w ∈ Tp. Let v1 be the vector v parallel transported along w. In the coordinate basis

v = uµv
µ and w = uµw

µ we have

vµ1 = vµ − Γµνλv
νwλ.

Moving now by v1 we reach the point of coordinates xµ0 +wµ+ vµ1 . Reversing the process

the two final points agree iff

wµ + vµ1 = wµ1 + vµ.

If this has to happen for all v and w we have

Γµνλ = Γµλν .

Thus a connection symmetric in the lower indices in the coordinate basis is equivalent to

the commutativity of infinitesimal displacements. Writing ea in terms of the vierbeins eaµ,

ea ≡ eaµdx
µ we have

Sa = ∂λe
a
µ dx

λ ∧ dxµ + Γabλ dx
λ ∧ ebµdxµ.

Vanishing of the torsion means

∂λe
a
µ + Γabλe

b
µ = ∂µe

a
λ + Γabµe

b
λ.

Multiplying both members by eνa and recalling that uµ = eae
a
µ as seen from ea(uµ) = eaµ

we have, using Eq.(4.3)

Γνµλ = Γνλµ.

Thus the vanishing of the torsion implies symmetry of the connection in the lower indices

in any coordinate basis. This can be more simply achieved by

Sµ = 0 implies 0 = ∇dxµ = ddxµ + Γµν ∧ dxν = Γµνλ dx
λ ∧ dxν .

4.11 Vanishing of the torsion

If the torsion Sa vanishes identically we have from the second Bianchi identity

0 = Ra
b ∧ eb =

1

2
Ra

bcde
c ∧ ed ∧ eb

i.e.

Ra
[bcd] = 0.
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N N

Curvature without torsion                   Torsion without curvature

Figure 4.1: Torsion vs. Curvature

4.12 Metric structure

The metric is a bilinear real symmetric functional on Tp × Tp

g(W,V) ∈ R.

Writing V = eaV
a = uµV

µ and similarly for W we have

g(W,V) = W agabV
b = W µgµνV

ν .

Under ea = e′bΩ
b
a we have

g = ΩT g′Ω or g′ = Ω−1TgΩ−1 .

All manifolds (Hausdorf, paracompact) admit a positive definite metric. Necessary and

sufficient condition for a manifold to support a Lorentzian metric is that it supports a

smooth never vanishing line element. All non compact manifolds support a Lorentzian

metric.
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4.13 Isometries

Given a mapping α between two manifolds M and M ′ i.e. M − α → M ′ or a diffeomor-

phism mapping the manifold in itself, and given a metric on M ′ it is possible to pull back

the metric from M ′ to M as we did with the one-forms. We shall again denote the pulled
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back metric by α∗g. If M = M ′ we shall call α an isometry if α∗g(p) = g(p). If we have

an abelian group of diffeomorphisms φt generated by the vector field X we can compute

the Lie derivative of g

LX g(p) = lim
t→0

1

t
(φ∗

tg(p)− g(p)).

If φt is a group of isometries we have LX g(p) = 0 and X is called a Killing vector field.

The explicit form of α∗g(p) in the coordinate basis is, with x′ = α(x)

α∗gµν(x) =
∂x′ρ

∂xµ
gρσ(x

′)
∂x′σ

∂xν
.

4.14 Metric compatibility

We impose that parallel transported vectors maintain the value of their scalar product.

The result is

0 = dg − ΓTg − gΓ. (4.10)

The above equation can also be read as

∇gab = dgab − Γcagcb − gacΓ
c
b = 0

i.e. the vanishing of the covariant differential.

By taking the differential of Eq.(4.10) and using again Eq.(4.10) we have

0 = −dΓTg+ΓT ∧dg−dg∧Γ−gdΓ = −dΓTg+ΓT ∧ (ΓTg+gΓ)− (ΓTg+gΓ)∧Γ−gdΓ =

= −RT g − gR . (4.11)

Written explicitly

gacR
c
b +Rc

agcb = Rab +Rba = 0 .

4.15 Contracted Bianchi identities

The Bianchi identities for the curvature 2-from Ra
b ∈ Λ2

(1,1

∇Ra
b = 0

can be expanded as

0 = ∇(Ra
bcde

c ∧ ed) = ∇(Ra
bcd)e

c ∧ ed +Ra
bcd∇ec ∧ ed − Ra

bcde
c ∧∇ed .

In absence of torsion i.e Sa = ∇ea = 0 we have

∇(Ra
bcd)e

c ∧ ed = ∇f (R
a
bcd)e

f ∧ ec ∧ ed = 0
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i.e.

∇fR
a
bcd +∇cR

a
bdf +∇dR

a
bfc = 0 .

The Ricci tensor is defined by

Rbd = Ra
bad .

In presence of metric and metric compatibility we can contract indices to have

0 = ∇fR
a
bad +∇aR

a
bdf +∇dR

a
bfa = ∇fR bd +∇aR

a
bdf −∇dRbf

and contracting again

0 = ∇fR−∇aR
a
f −∇bR

b
f = ∇fR− 2∇aR

a
f

with R = Rbd g
bd the Ricci scalar. These are the contracted Bianchi identities.

4.16 Orthonormal reference frames

In presence of a metric we can choose as basis vectors on the tangent space, an orthonormal

frame for each point, i.e. g(ea, eb) = ηab. Metric compatibility now becomes

ΓTη + ηΓ = dη = 0

or

Γ = −η−1ΓTη i.e. Γ ∈ so(3, 1).

Also from Eq.(4.11)

R = −η−1RTη i.e. R ∈ so(3, 1).

Thus Γ and R belong to the algebra of SO(3, 1). Now the changes of frame are elements

of the Lorentz group, ea = e′bΩ
b
a, with ΩT ηΩ = η and we have

Γ′ = ΩdΩ−1 + ΩΓΩ−1, R′ = ΩR Ω−1 .

4.17 Compact electrodynamics

We consider the case of gauge theory in which space Vp is 1-dimensional on the complex.

Given the basic vector v, all vectors are given by vV with V ∈ C. Choosing v normalized

we have

(W,V) = W ∗V.
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The connection is given by

Dv = vA

with A complex valued 1-form. Imposition of “metric compatibility” gives

W ′∗V ′ = (W − εA(X)W )∗(V − εA(X)V ) +O(ε2) =W ∗V

for any X ∈ Tp. As a consequence

A∗ + A = 0

i.e. A is a pure imaginary 1-form. Thus it is useful to change the notation for the

connection to

Dv = vikA

with k real constant and A real 1-form. Keep in mind that now the connection is ikA.

The gauge transformation now are v = v′ e−ikΛ ≡ v′ U

ikA′ = e−ikΛdeikΛ + e−ikΛikAeikΛ = ikdΛ + ikA

i.e. A′ = A+ dΛ. Define now F as

DDv = vikF = ik(dA+ A ∧ A) i.e. F = dA .

The gauge group in now compact i.e. for Λ = 2π/k we have the identity transformation

on the vector space Vp. We recall now the transformation properties of the Schrödinger

wave function describing a particle of charge e

ψ(x) = e−
ie
~c

Λ(x)ψ′(x).

For Λ = 2π/k we must have the identity transformation i.e.

e

k~c
= n

with integer n which implies the all charges are integer multiple of a fundamental charge

k~c.
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4.18 Symmetries of the Riemann tensor

Ra
bcd = −Ra

bdc (4.12)

is simply due to the definition. We have n3(n − 1)/2 independent components. In the

torsionless case we have

Ra
[bcd] = 0 (4.13)

and we have to subtract to the above number n2(n− 1)(n− 2)/3! which is the number of

independent identities given by Eq.(4.13), to obtain n2(n2−1)/3 independent components.

Metric compatibility gives

Rabcd = −Rbacd . (4.14)

If we combine Eq.(4.12), Eq.(4.13) with Eq.(4.14) we have the further symmetry

Rabcd = Rcdab. (4.15)

In fact let us define

Sabcd = Rabcd +Racdb +Radbc

which are identically zero as a consequence of the second Bianchi identities in absence of

torsion. We have identically

0 = Sabcd − Sbcda − Scdab + Sdabc = 2Rabcd − 2Rcdab .

Eq.(4.15) has been derived without exploiting the explicit form of the connection. We can

now compute the number of independent components of the Riemann tensor in presence

of metric compatibility and absence of torsion. The components with only 2 different

indices are n(n− 1)/2; with three different indices we have n choices for the double index

and (n − 1)(n − 2)/2 choices for the other two thus giving n(n − 1)(n − 2)/2; with 4

different indices we have n(n − 1)(n − 2)(n − 3)/4! choices which should be multiplied

by 3 due to the three different pairings. However due to Eq.(4.13) only 2 of the three

pairings are independent. Notice that the second Bianchi identity does not play any role

when only two or three indices are different as they are identically satisfied. Summing

the contributions we have n2(n2 − 1)/12.

4.19 Sectional curvature and Schur theorem

We refer to the torsionless and metric compatible case in which the Riemann tensor has

the symmetries

Rabcd = −Rbacd = −Rabdc = Rcdab .
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By simple algebra [1] from the knowledge of

Rabcdv
a
1v

b
2v
c
1v
d
2

one determines completely Rabcd. The quantity

Rabcdv
a
1v

b
2v
c
1v
d
2

v1 · v1 v2 · v2 − (v1 · v2)2
≡ K(p, plane) (4.16)

with vi · vj = vai gabv
b
j is invariant under linear invertible substitutions of v1 and v2. In

fact given the transformation wj = vla
l
j, due to the antisymmetry in the first two indices

we have

Rabcdw
a
1w

b
2w

c
1w

d
2 = det(a)Rabcdv

a
1v

b
2w

c
1w

d
2

and similarly for the second pair of indices. The denominator can be written as

εij(vi · vl)(vj · vk) = εlk[(v1 · v1)(v2 · v2)− (v1 · v2)(v2 · v1)]

and thus

εij(wi ·wl)(wj ·wk) = det(a)εij(vi ·wl)(vj ·wk) =

= (det(a))2[(v1 · v1)(v2 · v2)− (v1 · v2)(v2 · v1)]εlk.

K(p, plane) is called the sectional curvature; it is a functional of a plane. In the case of

positive definite metric, the denominator in Eq.(4.16) (Gram determinant) is non vanish-

ing if the two vectors v1, v2 are independent. This is not necessarily true for Lorentz

metric. In this case we define the sectional curvature only for those pairs of vectors

which have non vanishing Gram determinant. However any couple of vectors which have

a vanishing Gram determinant can be reached continuously by pairs of vector with non

vanishing Gram determinant.

If at a point p
Rabcdv

a
1v

b
2v
c
1v
d
2

v1 · v1 v2 · v2 − (v1 · v2)2
= c(p)

i.e. K is independent of the plane in the case of positive definite metric, and independent

of the plane with non vanishing Gram determinant in the case of Lorentz metric, we have

due to the previous result

Rabcd = c(p)(gacgbd − gadgbc)

which can be rewritten also as

Rabcd =
R(p)

n(n− 1)
(gacgbd − gadgbc) (4.17)
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and the Ricci tensor is

Rbd =
R(p)

n
gbd .

Computing the contracted Bianchi identity of Eq.(4.17) we have

0 = ∇a(
R

n
δab −

1

2
Rδab ) = (

1

n
− 1

2
)∇bR.

Thus we have Schur theorem: For n > 2, if K is independent of the plane K does not

depend on the point.

Such manifolds are said to have constant curvature.

Notice that the proof of Schur theorem fails for n = 2. In two dimensions for each point

there is only one plane and the curvature scalar can well depend on the point.
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4.20 Spaces of constant curvature

The spaces of constant curvature i.e. those for which

Rabcd = k(gacgbd − gadgbc)

coincide with the maximally symmetric spaces, which in 4 dimensions with signature

(−+++) are Minkowski, de Sitter and anti-de Sitter. They admit the maximum number

of Killing vectors i.e. n(n + 1)/2 independent Killing vectors.

4.21 Geometry in diverse dimensions

n = 2

The Riemann tensor has only one independent component; set in a well defined frame

and at the point p

R1212 = c(p)(g11g22 − g12g21)

c(p) is well defined as det g 6= 0. The tensor

Tabcd = c(p)(gacgbd − gadgbc)

has all the component equal to those of Rabcd at the point p in the given frame and thus

in all frames. We have

Rabcd =
R(p)

2
(gacgbd − gadgbc).
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The Ricci tensor is

Rbd =
R(p)

2
gbd.

n = 3

Here the Riemann tensor has 6 independent components and the Ricci tensor also 6

independent components. We can write

Rabcd = ǫabkǫcdlF
kl

where F kl is a symmetric tensor. We have

gacǫabkǫcdl = −gbdgkl + gdkgbl

with ǫcdl =
√−gεcdl and εcdl the usual antisymmetric symbol (see Section 4.26). Thus we

have

Rbd = Fbd − gbdF ; R = −2F

from which

Rabcd = ǫabkǫcdlG
kl

being Gkl = Rkl − gkl

2
R the Einstein tensor. The Weyl tensor (see below) vanishes iden-

tically in n = 3.

n ≥ 4

We can write

Rijkl = Wijkl −
2

n− 2
(gi[lRk]j + gj[kRl]i)−

2

(n− 1)(n− 2)
R gi[kgl]j

being Wijkl the Weyl tensor. Wijkl is traceless and W i
jkl is invariant under Weyl trans-

formations gij → e2fgij (see Section 4.25).

4.22 Flat and conformally flat spaces

A manifold with metric gij, is said to be flat if there exists a coordinate system such that

in such a system the metric takes the form ĝij with ĝij a constant metric.

In Section 4.23 it is proven that, with a torsionless and metric compatible connection,

necessary and sufficient condition for a space to be locally flat is the vanishing of the

Riemann tensor.
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A manifold with metric gj , is said to be conformally flat if there exists a coordinate system

such that in such a system the metric takes the form

gij = e2f ĝij

with ĝij a constant metric.

In Section 4.24 it is proven the Weyl-Schouten theorem:

For n ≥ 4 necessary and sufficient condition for a metric to be locally conformally flat is

the vanishing of the Weyl tensor.

The necessity of the condition is simple to prove. Suppose that by means of a diffeomor-

phism we are able to bring the metric in the form

gij(x) = e2f ĝij

with ĝij constant. We have R̂ijkl = 0, R̂jl = 0, R̂ = 0 and thus Ŵ i
jkl = 0. But W i

jkl is

invariant under Weyl transformations (see Section 4.25) and thus W i
jkl = 0 and being W

a tensor it implies the vanishing of the original Weyl tensor. For the sufficient condition

see Section 4.25.

For n = 3 the Weyl tensor vanishes identically and necessary and sufficient condition for

a geometry to be locally conformally flat is the vanishing of the Cotton tensor as proven

in Section 4.25.

In dimension 2 the curvature transform under a Weyl transformation as (see Section 4.24)

R̃ = e−2f (R− 2∆f) .

Thus by solving locally the equation

∆f =
R

2
(4.18)

we obtain the vanishing of the Riemann tensor and thus we have local conformal flatness.

Eq.(4.18) can always be locally solved. Given a point p we consider a C∞ function ρ(x)

with compact support which around p is identically 1 and the solution is given by

f(x) =
1

8π

∫

ρ(x′)R(x′) log[(x1 − x′1)
2 + (x2 − x′2)

2]d2x′ .

At the global level in n = 2 for genus g = 0 i.e. the topology of the sphere we can reduce

the metric to gij = δije
2f ; for g = 1 i.e. the torus topology, we can reduce the metric to

gij = ĝije
2f where ĝ is a constant metric which depends on two parameters; for g > 1 we

can reduce the metric to gij = ĝije
2f where ĝ is a metric of constant negative curvature

taken equal to −1 and ĝ depends on 6g − 6 parameters.
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λ=0

λ=1

s

s=0

Figure 4.2: The non abelian Stokes theorem-1

4.23 The non abelian Stokes theorem

Given a family of paths x(s, λ) (see fig. 4.2) we want to write the variation of the line

integral W (s, 1), called the Wilson line,

W (s, λ) = Pexp

(

−
∫ λ

0

Aλ(s, λ
′)dλ′

)

= Pexp

(

−
∫ λ

0

Aµ(x(s, λ
′))
dxµ

dλ′
dλ′
)

when the parameter s changes from 0 to s and the end points are fixed, i.e. x(s, 0) = x0

x(s, 1) = x1, as a surface integral containing the field strength Fsλ. It is possible to

consider also the case in which the end points are moving in s.

We recall that the Wilson line W (s, λ) provides the parallel transport of a vector along

the line s = const.

v(s, λ) = W (s, λ)v(s, 0)

as W (s, λ) satisfies the equation

∂W (s, λ)

∂λ
= −Aλ(s, λ)W (s, λ) . (4.19)

The derivative of W (s, λ) with respect to s is given by

X(s, λ) = −W (s, λ)

∫ λ

0

W (s, λ′)−1∂Aλ(s, λ
′)

∂s
W (s, λ′)dλ′ . (4.20)

In fact from Eq.(4.19) we have

∂

∂λ

∂W

∂s
= −∂Aλ(s, λ)

∂s
W (s, λ)−Aλ(s, λ)

∂W (s, λ)

∂s
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sr λλ= W(s,  ) W(s,  ’)    F   (s,  ’)  W(s,  ’)λλ

Figure 4.3: The non abelian Stokes theorem-2

and trivially from Eq.(4.20)

∂

∂λ
X(s, λ) = −∂Aλ(s, λ)

∂s
W (s, λ)− Aλ(s, λ)X(s, λ) .

Thus ∂W
∂s

and X satisfy the same first order equation with the same initial conditions

∂W (s, 0)

∂s
= 0; X(s, 0) = 0 .

We can now add to Eq.(4.20)

0 = W (s, 1)

∫ 1

0

∂

∂λ

(

W (s, λ)−1As(s, λ)W (s, λ)
)

dλ

due to

As(s, 1) = Aµ(x(s, 1))
dxµ(s, 1)

ds
= 0

to obtain

∂W (s, 1)

∂s
= −W (s, 1)

∫ 1

0

W (s, λ)−1Fsλ(s, λ)W (s, λ)dλ ≡ −W (s, 1)G(s) . (4.21)
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An intuitive picture of such equation is given in fig.4.3. Eq.(4.21) is already an interesting

result. It can be further integrated to obtain

W−1(s, 1)W (0, 1) = Pexp
(

∫ s

0

G(s′)ds′
)
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4.24 Vanishing of torsion and of the Riemann tensor

If Rabcd = 0 due to the non abelian Stokes theorem we have that the space is teleparallel

i.e. the parallel transport of a vector does non depend on the path. If in addition we have

vanishing torsion and metric compatibility the space is locally flat.

In fact teleparallelism means that we can define n independent vector fields v(a), a = 1 . . . n

with the property, using the covariant components v
(a)
µ = v(a) · uµ

0 = ∇νv
(a)
µ = ∂νv

(a)
µ − v(a)ρ Γρµν .

If we suppose also Sa = 0 (symmetric Γνλµ) we have

0 = ∇νv
(a)
µ −∇µv

(a)
ν = ∂νv

(a)
µ − ∂µv

(a)
ν .

The above equation tells us that the vector field v
(a)
µ is locally integrable i.e. there exists

functions ya of space such that

v(a)µ =
∂ya

∂xµ
.

Let us now go over to the coordinates ya. The components of the vectors v(a) in these

new coordinates are

v
(a)
b = v(a)µ

∂xµ

∂yb
=
∂ya

∂xµ
∂xµ

∂yb
= δab

and then dv(a) = 0 becomes

0 = ∇bv
(a)
c = ∂bδ

a
c − Γfcbδ

a
f = −Γacb.

But Γabc = 0 combined with metric compatibility 0 = dg − gΓ− ΓTg implies ∂cgab = 0 i.e.

gab = const.
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4.25 The Weyl-Schouten theorem

We give below a proof of the Weyl-Schouten theorem which gives the necessary and

sufficient conditions for a geometry to be locally conformally flat. The setting is that of

the torsionless metric compatible i.e. Levi-Civita connection.

From the previous result we see that necessary and sufficient condition for a space to be

conformally flat is the existence of a Weyl transformation g̃ij = e2fgij such that R̃i
jkl = 0.

It is useful to introduce the Weyl tensor via the Schouten tensor

Sij =
1

n− 2
(Rij −

1

2(n− 1)
Rgij)

and define the Weyl tensor W through

Rijkl = Wijkl + (Sikgjl + Sjlgik − Silgjk − Sjkgil) ≡ Wijkl + (S ⊙ g)ijkl

where for conciseness we introduced the Kulkarni notation ⊙. One immediately verifies

that

Ri
jil = Rjl =W i

jil +Rij

and thus the Weyl tensorW is completely traceless and has the same symmetry properties

in the indices as the Riemann tensor.

Under g̃ij = e2fgij we have

Γ̃i jl = Γi jl + gim(∂jf glm + ∂lf gjm − ∂mf gjl) = Γi jl + δΓi jl .

For the Riemann 2-form we have

R̃ = R + d δΓ + Γ ∧ δΓ + δΓ ∧ Γ + δΓ ∧ δΓ = R +∇δΓ + δΓ ∧ δΓ (4.22)

where ∇ is the covariant derivative with the connection Γ. Using Eq.(4.22) one finds

R̃i
jkl = Ri

jkl − gim(a⊙ g)mjkl

and

S̃ij = Sij − aij

where

aij = ∇i∇jf −∇if∇jf +
1

2
|∇f |2gij .

From this it follows that the Weyl tensor W i
jkl is invariant because

R̃i
jkl = W̃ i

jkl + g̃im(S̃ ⊙ g̃)mjkl = W̃ i
jkl + gim(S ⊙ g)mjkl − gim(a⊙ g)mjkl

= Ri
jkl − gim(a⊙ g)mjkl = W i

jkl + gim(S ⊙ g)mjkl − gim(a⊙ g)mjkl . (4.23)



4.25. THE WEYL-SCHOUTEN THEOREM 71

Using

∇iR
i
jkl −∇kRjl +∇lRjk = 0

and the contracted Bianchi identities one finds

∇iW
i
jkl = (n− 3)(∇jSkl −∇kSjl) ≡ 2(n− 3)Cjkl . (4.24)

Cjkl is the Cotton tensor. This means that in n > 3 the identical vanishing of the Weyl

tensor implies the vanishing of the Cotton tensor.

If W i
jkl = 0 the condition for having R̃i

jkl = 0 is from (4.23)

S̃ ⊙ g = 0

i.e.

aij = Sij (4.25)

because for n > 2

F ⊙ g = 0

implies F = 0 as it is easily verified by taking traces. Solubility of (4.25) in terms of f

implies the existence of a vector field vi = ∂if which solves

∇ivj = Sij + vivj −
1

2
vlvl gij . (4.26)

We are interested in the inverse problem, i.e. given Sij find an f such that vi = ∂if

solves (4.26). On the other hand in we find a vector field vi which solves (4.26) due to

the symmetry in the indices of the r.h.s. of Eq.(4.26) and the absence of torsion we have

∂ivj − ∂jvi = 0, which locally assures the existence of a generating function f . Thus we

have simply to find the necessary and sufficient condition for the existence of a vector

field which satisfies Eq.(4.26).

It is useful to rewrite the previous equation as

∇vk = Sk + vkV − 1

2
vlvl dx

k ≡ Ak = Sk + rk (4.27)

where we introduced the 1-forms

Sk = Ski dx
i, V = vidx

i .

After rewriting Eq.(4.27) as

dvk = Ak − Γkmv
m

we have the integrability condition for Eq.(4.27)

∇Ak −Rk
lv
l = ddvk = 0
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where Rk
l is the Riemann two form. As the Weyl tensor is assumed zero, the above

equation becomes

0 = ∇Ak − (S ⊙ g)klij v
l dx

i ∧ dxj
2

= ∇Sk +∇rk − (S ⊙ g)klij v
l dx

i ∧ dxj
2

. (4.28)

But we have

∇rk = Sk ∧ V + vkdV − vlS
l ∧ dxk = (Ski vj + vk∂ivj − vlS

l
iδ
k
j )dx

i ∧ dxj (4.29)

= (Ski vj − vlS
l
iδ
k
j )dx

i ∧ dxj = (S ⊙ g)klij v
l dx

i ∧ dxj
2

(4.30)

which cancels the last term in Eq.(4.28). Thus we are left with the necessary condition

for integrability

∇Sk = 0 = dSk + Γkl ∧ Sl . (4.31)

Due to zero torsion and metric compatibility it is also equivalent to

∇iSkj −∇kSij = 0 (4.32)

i.e. the vanishing of the Cotton tensor.

Due to Frobenius integrability theorem Eq.(4.31) is not only necessary but also sufficient

for the integrability of Eq.(4.27) [2].

Notice that the Weyl tensor vanishes identically in dimension 3 but this does not mean

that in dimension 3 the space is conformally flat as Eq.(4.24) does not imply the vanishing

of the Cotton tensor. Thus in dimension 3 necessary and sufficient condition for being a

geometry conformally flat is the vanishing of the Cotton tensor.

In dimension equal or higher than 4 being the Weyl tensor an invariant if it is different

from zero the geometry cannot be conformally flat. If it is zero then Eq.(4.24) implies

that the Cotton tensor is zero and the space is conformally flat. We conclude that in

dimension equal or higher than 4 necessary and sufficient condition for being geometry

conformally flat is the vanishing of the Weyl tensor.
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4.26 Hodge * operation

This is a bijection between Λp and Λ(n−p) which can be established when we have a metric

on the manifold. There are several level of abstraction with which such a concept can

be introduced. Given an orientable manifold i.e. such that there exists an atlas with all

transition functions with positive Jacobian, the expression (for definiteness we assume a

metric with signature (−,++ . . . ) .

ǫµ1...µn =
√−g εµ1...µn , with ε0,1...,n−1 = 1

is an invariant tensor under diffeomorphisms with positive Jacobian. One can raise indices

with the gµν and we have also

ǫµ1...µn =
1√−g ε

µ1...µn , with ε0,1...,n−1 = −1 .

Taking the covariant differential of

ǫµ1,...µnǫ
µ1,...µn = −n!

we have that ǫµ1,...µn is covariantly constant. Accordingly one can define an invariant form

belonging to Λn given by

ǫǫǫ =
1

n!
ǫµ1...µndx

µ1 ∧ · · · ∧ dxµn .

More generally we have

ǫǫǫ =
1

n!
ǫa1...ane

a1 ∧ · · · ∧ ean

where

ǫa1...an =
√

− det gab εa1...an .

Given a p−form

f =
1

p!
fµ1...µpdx

µ1 ∧ · · · ∧ dxµp

we define

∗f =
1

p!(n− p)!
fµ1...µpǫµ1...µndx

µp+1 ∧ · · · ∧ dxµn ∈ Λ(n−p).

The following relation holds

∗ ∗ f = −(−)p(n−p)f.

The form ∗f is called the form dual to f .

This allows to define product of two p−forms f and h which is a n form as

f ∧ ∗h = (f, h)ǫǫǫ.
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Due to the invariant nature of ǫǫǫ, (f, h) is an invariant function which is linear in f, h. It

is immediately shown that

f ∧ ∗h = h ∧ ∗f = (−)p(n−p) ∗ h ∧ f

and thus (f, h) = (h, f).

4.27 The current

Given the gauge connection A and F = dA + A ∧ A, we recall that DF = 0 (Bianchi

identity). For any form G ∈ Λg(1,1) we have

DDG = F ∧G−G ∧ F ∈ Λg+2
(1,1). (4.33)

In fact

DG = dG+ A ∧G− (−)gG ∧A ∈ Λg+1
(1,1);

DDG = ddG+ dA ∧G− A ∧ dG− (−)gdG ∧ A− (−)2gG ∧ dA+

+A ∧ (dG+ A ∧G− (−)gG ∧A)− (−)g+1(dG+ A ∧G− (−)gG ∧A) ∧ A =

= (dA+ A ∧A) ∧G−G ∧ (dA+ A ∧ A)

which is Eq.(4.33). We apply now Eq.(4.33) to G = ∗F ∈ Λn−2
(1,1). Defined J by

D ∗ F = ∗J

we have

DD ∗ F = F ∧ ∗F − ∗F ∧ F = 0 as F ∈ Λ2

i.e.

D ∗ J = 0 .

This is the covariant conservation of the Yang-Mills current valid on a differential manifold

in any dimension n and for arbitrary metric.

In the case of the Maxwell field in n-dimensions the above formulas simplify to

F = dA, dF = 0, d ∗ F = ∗J, 0 = dd ∗ F = d ∗ J .

The last is equivalent to

∂λ(
√−gJλ) = 0 . (4.34)
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Integrating Eq.(4.34) on a cylinder V of base Σ1 with x0 = c1 = const. and of cover Σ2

with x0 = c2 = const. and a mantle at large distances, provided the field F and thus J

decreases sufficiently rapidly at large distances we obtain the conservation law

Q =

∫

Σ2

√−g J0dx1 . . . dxn−1 =

∫

Σ1

√−g J0dx1 . . . dxn−1 .

Using the ADM metric with c = 1 i.e. using as time coordinate x0 = ct we have

g ≡ det gµν = −N2 det hmn ≡ −N2h

Moreover the normal to the space like surface x0 = const. is given by the time-like vector

n whose covariant components are defined by 0 = nµdx
µ with dxµ = (0, dx1, dx2, . . . ) i.e.

nµ = (n0, 0, 0, . . . ). The normalization is provided by−1 = nµg
µνnν = n0g

00n0 = −n2
0N

−2

and thus nµ = (N, 0, 0, . . . ). We can now rewrite the expression of the charge as

Q =

∫

Σ

√
h nλJ

λdx1 . . . dxn−1

which in covariant form can be written

Q =

∫

Σ

nλJ
λdΣ

being dΣ the invariant area element of the surface Σ = ∂V . In case of torsionless metric

compatible connection as Γρλρ =
1√−g∂λ

√−g we have

1√−g∂λ(
√−gJλ) = ∇λJ

λ

and thus the current conservation can be written as

∇λJ
λ = 0 .

In the non abelian case D ∗ F = ∗J is explicitly written as

∂ρ(
√−gF νρ) +

√−g(AρF νρ − F νρAρ) =
√−gJν

and D ∗ J = 0 as

∂ρ(
√−gJρ) +√−g(AρJρ − JρAρ) = 0.

This is the covariant conservation of the covariant current; due to the additional term

containing the Aρ from the previous equation we cannot derive a conservation law.
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4.28 Action for gauge fields

In four dimensions the expression
∫

Tr(F ∧ F )

is invariant under gauge transformations and under proper diffeomorphisms. It is however

a pseudoscalar.

Under a variation of A we have

δ(dA+ A ∧A) = dδA+ δA ∧A + A ∧ δA = DδA

and thus

δ

∫

Tr(F ∧ F ) = 2

∫

Tr(DδA ∧ F ) = 2

∫

Tr(δA ∧DF )

where we have integrated by parts, neglecting the surface term, provided δA vanishes

sufficiently rapidly at infinity. Due to the Bianchi identity DF = 0 such a variation is

zero independently of any equation of motion. A quantity with such a property is called

a topological invariant and in our case is called the second Chern class.

It is useful even if not strictly necessary at the classical level, to have an action from

which to derive the equations of motion. If we deal with pure gauge theory we have that

SYM =

∫

Tr(F ∧ ∗F ) (4.35)

is invariant under diffs and under local gauge transformations. Notice that Eq.(4.35) is

meaningful in n dimensions as F ∈ Λ2
(1,1) and ∗F ∈ Λn−2

(1,1). Moreover due to the appearance

of two antisymmetric structures it is a scalar. It provides also the equation of motion as

under a variation of the gauge field we have

δSYM = 2

∫

Tr(DδA ∧ ∗F ) .

Then using

dTr(δA ∧ ∗F ) = DTr(δA ∧ ∗F ) = Tr(DδA ∧ ∗F )− Tr(δA ∧D ∗ F ) ,

for a variation of A which vanishes on the boundary we have

δSYM = 2

∫

Tr(δA ∧D ∗ F ) .

For a faithful representation of the Lie algebra of a compact group or for a faithful

representation of a semi-simple Lie algebra the vanishing of Tr(λρ) for any λ, λ and ρ
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belonging to the Lie algebra, gives ρ = 0 and thus we have D ∗ F = 0. In presence of an

external current we add

−2

∫

Tr(A ∧ ∗J) .

and we reach the equation of motion D ∗ F = ∗J . DD ∗ F = 0 imposes D ∗ J = 0. The

current J as a rule arises from the coupling of the Yang-Mills field A to the matter fields

ψ and the total action is given by

S = SYM + Smatter .

S is constructed invariant under gauge transformations. The current is defined as

δSmatter = −2

∫

Tr(δA ∧ ∗J) .

Let us consider an infinitesimal gauge transformation

δA = Dλ .

SYM is invariant while

δSmatter = −2

∫

Tr(δA ∧ ∗J) + δψSmatter

where δψSmatter is the variation of Smatter due to the change of the matter fields ψ under

the gauge transformation. But on the equation of motion δψSmatter = 0 as δSmatter on the

equation of motion is zero for any variation of ψ. Thus on the equations of motion we

have reached

0 = −
∫

Tr(Dλ ∧ ∗J) =
∫

Tr(λ ∧D ∗ J)

which implies D ∗ J = 0. This result is in agreement with the kinematic derivation of the

same relation obtained from the identity DD ∗ F = 0.

Finally notice that in four dimensions, if we have a configuration such that F = ± ∗ F
(self-dual (antiself)- dual field), F satisfies the equation of motion

D ∗ F = DF ≡ 0.
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Chapter 5

The action for the gravitational field

5.1 The Hilbert action

Hilbert action is given by

SH =

∫

V

√−g R dnx =

∫

V

√−g gµνRµνd
nx. (5.1)

From the variational viewpoint this action is not correct as it contains second derivatives

of gµν . It is like writing the action of a particle in one dimension as

S =

∫ t1q1

t0q0

[

−1

2
qq̈ − V (q)

]

dt . (5.2)

We have

δS =

∫ t1q1

t0q0

δq(−q̈ − ∂V

∂q
)dt−

[

1

2
qδq̇

]t1

t0

i.e. in order to obtain the correct equations of motion it is not sufficient to impose δq = 0

at t0 and t1 but it is necessary to impose also δq̇ = 0 at t0 and t1. That would give 4

conditions at t0 and t1 which is as a rule inconsistent with the equations of motion. I.e.

action (5.2) cannot be used in a variational treatment.

Such action can be mended by adding a proper boundary term

S1 = S +
1

2
(qq̇)(t1)−

1

2
(qq̇)(t0).

A similar cure has to be applied to the Hilbert action by adding a proper boundary term

giving rise to the so called TrK-action. This will be done in Section 6.3.

79
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5.2 Einstein’s ΓΓ action

In performing the variation with respect to gµν we shall use the convention to treat δgµν

as a tensor i.e.

δgµν = gµαδgαβg
βν

which means that δ(gµν) = −δgµν . From

SH =

∫

V

dnx
√−g gµνRµν =

∫

V

dnx
√−g gµν [∂λΓν − ∂νΓλ + ΓλΓν − ΓνΓλ]

λ
µ

we have

δSH =

∫

V

dnxδ(
√−g gµν)[∂λΓν − ∂νΓλ + ΓλΓν − ΓνΓλ]

λ
µ +

∫

V

dnx
√−g gµν[DλδΓν −DνδΓλ]

λ
µ

= −
∫

V

dnx
√−g δgµνGµν +

∫

V

dnx
√−g gµν [DλδΓν −DνδΓλ]

λ
µ (5.3)

being Gµν the Einstein tensor

Gµν = Rµν −
gµν
2
R .

D is the space analogue of the gauge gauge covariant differential of Section 4.8 where we

had δF = DδA. Here we have

DλδΓ
ρ
µν = ∂λδΓ

ρ
µν + ΓρσλδΓ

σ
µν − δΓρσνΓ

σ
µλ .

Using the 0-torsion property of the Levi-Civita connection i.e. Γαβγ = Γαγβ, the above

equation can be rewritten as

δSH = −
∫

V

dnx
√−g δgµνGµν +

∫

V

dnx
√−g gµν [∇∇∇∇λδΓν −∇∇∇∇νδΓλ]

λ
µ.

where

∇∇∇∇λδΓ
α
βγ

is the full covariant derivative of the (1, 2) tensor δΓαβγ taking into account also the co-

variant vector index γ

∇∇∇∇λδΓ
α
βγ = DλδΓ

α
βγ − δΓαβσΓ

σ
γλ .

We recall that δΓ is a tensor and thus

vλ ≡ δΓλµνg
µν − δΓνµνg

µλ ≡ 2δΓ[λν]
ν (5.4)

is a vector. Thus we found the identity

gµνδRµν = ∇λv
λ
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which is known as Palatini identity and we have reached the result

δSH = −
∫

V

√−g δgµνGµν d
nx+

∫

V

∂λ(
√−g vλ) dnx = −

∫

V

√−g δgµνGµν d
nx+

∫

∂V

vλΣλ.

(5.5)

where

Σλ = ǫλσ2...σn
∂xσ2

du2
. . .

∂xσn

dun
du2 . . . dun

and ∂V is given by xµ(0, u2 . . . un−1) being the u’s the local coordinates with u1 = 0 on

the boundary, u1 < 0 inside V and u1 > 0 outside V and ∂xµ

∂uν
> 0 (see Section 3.7).

We have algebraically, treating Γ as a tensor

∂λΓ
α
µν − ∂νΓ

α
µλ + [Γλ,Γν ]

α
µ = DλΓ

α
µν −DνΓ

α
µλ − [Γλ,Γν ]

α
µ =

=∇∇∇∇λΓ
α
µν −∇∇∇∇νΓ

α
µλ − [Γλ,Γν ]

α
µ

and thus

gµνRµν = gµν
(

∂λΓ
λ
µν − ∂νΓ

λ
µλ + [Γλ,Γν ]

λ
µ

)

= −gµν [Γλ,Γν ]λµ + 2 ∇λΓ
[λν]

ν =

= −gµν [Γλ,Γν]λµ +
2√−g∂λ(

√−g Γ[λν]
ν) ≡ −gµν [Γλ,Γν ]λµ +

1√−g∂λ(
√−g W λ) (5.6)

with the obvious definition of W λ. We stress that Eq.(5.6) is an algebraic identity, where

the transformation properties of the symbol Γλµν play no role. Then we define Einstein’s

ΓΓ-action

SΓΓ = −
∫

V

√−g gµν [Γλ,Γν ]λµdnx = SH −
∫

V

∂λ(
√−g W λ)dnx = SH −

∮

∂V

W λΣλ .

SΓΓ has only first order derivatives and from Eq.(5.5) its variation keeping gµν fixed on

∂V is given simply by

δSΓΓ = −
∫

V

√−g δgµνGµνd
nx.

In fact on ∂V we have

δW λ = 2 δ(
√−gΓ[λν]

ν) =
√−g δ(Γλν′νgν

′ν − Γνν′νg
ν′λ) =

=
√−g (δΓλν′νg

ν′ν − δΓνν′νg
ν′λ) = 2

√−g δΓ[λν]
ν =

√−g vλ.

The algebraic manipulations are not covariant and the resulting action SΓΓ is not invariant.

Despite that, it is a good action. It is an example of a non invariant action which gives

rise to covariant equations.
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5.3 Palatini first order action

The previous approach is called the second order approach as the fundamental variables

gµν appear with second order derivatives.

In the Palatini approach we are given a metric gµν and a torsionless connection Γ, inde-

pendent of the metric. In the following all covariant derivative will refer the connection

Γ. No metric compatibility of Γ is assumed.

Rα
µβν is well defined independently of gµν , and also the Ricci tensor Rµν . An invariant

action is
∫

V

√−g gµνRµν d
nx+ boundary terms.

where the covariant boundary terms are given in Section 6.4.

We remark that

√−g ∇µv
µ =

√−g (∂µv
µ + Γρµρv

µ) = ∂µ(
√−g vµ) +√−g(Γρµρ −

1√−g∂µ
√−g)vµ.

The variation with respect to gµν gives

0 = −
∫ √−gδgµνGµνd

nx = 0, i.e G(µν) = 0,

while the variation with respect to Γλµν gives

0 =

∫ √−g gµν [DλδΓν −DνδΓλ]
λ
µd

nx =

=

∫ √−g gµν [∇∇∇∇λδΓν −∇∇∇∇νδΓλ]
λ
µd

nx

due to the absence of torsion.

Consider the first term

√−g gµν ∇∇∇∇λδΓ
λ
µν =

√−g∇∇∇∇λ (gµνδΓλµν)−
√−g δΓλµν∇λg

µν

= ∂λ(
√−ggµν δΓλµν) +

√−g (Γρλρ − ∂λ log
√−g)gµνδΓλµν −

√−gδΓλµν∇λg
µν

≡ ∂λ(
√−ggµνδΓλµν) +

√−g Cµν
λ δΓλµν (5.7)

with

Cµν
λ = gµν(Γρλρ − ∂λ log

√−g)−∇λg
µν . (5.8)

The divergence term in (5.7) is canceled by the variation of the boundary term. Adding

the second term gives

(Cµν
λ − Cµρ

ρ δ
ν
λ)δΓ

λ
µν
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and due to the symmetry of Γλµν in the lower indices

Cµν
λ − 1

2
(Cµρ

ρ δ
ν
λ + Cνρ

ρ δ
µ
λ) = 0 . (5.9)

Contracting ν with λ we have
1− n

2
Cµν
ν = 0

and substituting im Eq.(5.9)

Cµν
λ = 0 . (5.10)

In Eqs.(5.8,5.10) write Γ as Γ̂ +∆, where Γ̂ is the metric compatible connection; then we

have

∆µ
µ′λg

µ′ν +∆ν
ν′λg

µν′ − gµν∆ρ
λρ = 0.

Taking the trace

(2− n)∆ρ
λρ = 0

which combined with the previous equation gives

∆µνλ +∆νµλ = 0.

Rotating twice and subtracting one from the other two, recalling that ∆µνλ = ∆µλν we

have ∆µνλ = 0 and thus Γλµν is the metric compatible torsionless connection i.e. the

Levi-Civita connection.

The Palatini result renders possible the first order formulation of gravity. If the matter

action depends only on gµν the variation with respect to Γλµν is still zero and the same

procedure holds.

5.4 Einstein-Cartan formulation

Here again we shall use a first order formalism, with the difference that now metric

compatibility is assumed from the start and the vanishing of torsion is obtained as the

consequence of the equations of motion in absence of matter; the formalism is apt to

describe the coupling with fermions and here a non vanishing torsion will appear.

We shall consider a connection on the tangent space in which we have chosen an or-

thonormal system of vectors ea, g(ea, eb) = ηab and the connection 1-form due to metric

compatibility must belong to the algebra of SO(n− 1, 1), Γab ∈ so(n− 1, 1). From these

we compute the curvature 2-form Ra
b. The action is given by

SEC = −
∫

Tr(Rη−1 ∧H) + boundary terms
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where the covariant boundary terms are given in Section 6.5. H is the n− 2 form

Hba =
1

(n− 2)!
εbaa3,...ane

a3 ∧ · · · ∧ ean ∈ Λn−2
(0,2)

being εa1...an the standard antisymmetric symbol, with ε01...n−1 = 1. Such action is ob-

viously invariant under diffeomorphisms; it is invariant also under local SO(n − 1, 1)

transformations. In fact under

ea = e′bΩ
b
a, from which e′c = Ωcde

d

we already know that

R′ = ΩRΩ−1.

From

εa1...anΩ
a1
b1
. . .Ωanbn = det(Ω)εb1...bn

one obtains

εbaa3...anΩ
a3
b3
. . .Ωanbn = det(Ω) (Ω−1)b1b (Ω

−1)b2a εb1...bn

from which one gets

H ′ = det(Ω)(Ω−1)THΩ−1.

Then

Tr(R′η−1 ∧H ′) = det(Ω)Tr(ΩRΩ−1η−1(Ω−1)T ∧HΩ−1) = det(Ω)Tr(Rη−1 ∧H)

as Ω−1η−1(Ω−1)T = η−1. Thus strictly speaking the action is invariant only under proper

local Lorentz transformations.

In the following indices are raised and lowered with the tensors η−1 = η = diag(−1, 1 . . . 1).

SEC can also be written as

SEC =
1

(n− 2)!

∫

Rab ∧ ea3 ∧ . . . eanεaba3...an . (5.11)

Before extracting the equations of motion we want to relate SEC with the Hilbert action.

Writing

Rab =
1

2!
Rab

fge
f ∧ eg

we have

SEC =
1

2(n− 2)!

∫

Rab
fgεabcd...(−εfgcd...) det(eaµ)dx0 ∧ dx1 ∧ · · · ∧ dxn−1 =

=
1

2

∫

Rab
fgδ

fg
ab ǫǫǫ =

∫

Rǫǫǫ.
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ǫǫǫ =
√−detgab e

0 ∧ · · · ∧ en−1 is the volume form as

gµν = eaµηabe
b
ν , e2 = det(eaµ)

2 = −g .

It is however much better to work directly with action (5.11). For simplicity we work

from now on in four dimensions, but the extension to n dimensions is trivial. Variation

of Γ gives

δΓab ∧ (Dec ∧ ed − ec ∧Ded)εabcd = 0

where to keep in touch with gauge theories we denoted the ∇ appearing in Section 4.8 as

D, but they are the same operation. Thus

Dec ∧ edεabcd = 0; i.e. Sc ∧ edεbacd = 0 (5.12)

where Sc is the torsion. But this implies Sc = 0 i.e. vanishing torsion in absence of matter.

In fact write

Sc =
1

2
Scuve

u ∧ ev

and multiply Eq.(5.12) by ∧ef to obtain

Scuvδ
uvf
abc = 0

i.e.

Sfab + Sccaδ
f
b − Sccbδ

f
a = 0.

Taking the trace

(n− 2)Sccb = 0 from which Scab = 0.

Thus is absence of matter Γ in addition of being metric compatible is also torsionless, i.e.

it is the Levi-Civita connection.

Variation of ed implies

Rab ∧ ecεabcd = 0 (5.13)

i.e. Einstein’s equations. In fact multiplying by ∧eh we have

1

2
Rab

fgε
fgchεabcd ǫǫǫ = 0

or

0 = Rab
fgδ

fgh
abd = 2(Rδhd − 2Rh

d) = −4Gh
d

being Gh
d the Einstein tensor.
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5.5 The energy momentum tensor

If the Lagrangian L does not contain explicitly the coordinates we have

∂µL =
∂L

∂φ
∂µφ+

∂L

∂∂λφ
∂µ∂λφ = (via eq. of motion) = ∂λ

( ∂L

∂∂λφ
∂µφ
)

and thus

∂λ

(

− ∂L

∂∂λφ
∂µφ+ δλµL

)

= 0

i.e.

− ∂L

∂∂λφ
∂µφ+ δλµL = T cλµ

is conserved.

Example:

L =
1

2
[−ηµν∂µφ∂νφ−m2φ2 − V (φ)]

T cλµ = ∂λφ∂µφ+ ηλµ
1

2
[−ηρσ∂ρφ∂σφ−m2φ2 − V (φ)].

The conserved energy-momentum vector (covariant components) is given by

P µ =

∫

nλT
cλµd(n−1)x

with nµ = (1, 0, 0, 0).

T c00 =
1

2
[∂0φ∂0φ+ ∂jφ∂jφ+m2φ2 + V (φ)]

is the energy density.

5.6 Coupling of matter to the gravitational field

We give an alternative definition of the energy momentum tensor by means of the coupling

to a gravitational field.
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It is not always possible to render the matter Lagrangian invariant under diffeomorphisms

by introducing the metric tensor gµν . If it is possible the lagrangian density is given by
√−g Ls where Ls is a scalar and the action is

Sm =

∫

V

√−g Lsdnx =

∫

V

L dnx.

Under diffeomorphisms

xµ = x′µ + εξµ(x′)

(which obviously include the translations) we have (pull-back from x to x′)

g′αβ(x
′) = gαβ(x

′) + εξλ(x′)∂λgαβ(x
′) + ε∂αξ

λ(x′)gλβ(x
′) + ε∂βξ

λ(x′)gαλ(x
′) =

= gαβ(x
′) + εLξgαβ(x

′)

being Lξ the Lie derivative. In absence of torsion we can compute the Lie derivative

replacing usual derivatives with covariant derivatives and assuming metric compatibility

we obtain

g′αβ = gαβ + ε∇βξα + ε∇αξβ .

Putting to zero the change in the action we have

0 =

∫

(∇µξν +∇νξµ)
∂
√−gLs
∂gµν

dnx +

∫

∂
√−gLs
∂∂λgµν

∂λ(∇µξν +∇νξµ) d
nx+ δφSm

where the last term is the contribution due to the variation of the matter fields under the

diffeomorphisms. Such contribution vanishes on the Lagrange equations of motion for the

matter fields. Integrating by parts we have

0 = 2

∫

∇µξν

(

∂
√−gLs
∂gµν

− ∂λ
∂
√−gLs
∂∂λgµν

)

dnx

and again integrating by parts

0 = −
∫ √−gξν∇µT

µνdnx

from which

∇µT
µν = 0

having defined

T µν =
2√−g

[

∂
√−gLs
∂gµν

− ∂λ
∂
√−gLs
∂∂λgµν

]

.

We can summarize the result as follows
∫ √−gT µνδgµνdnx = −

∫ √−gTµνδ(gµν)dnx =

∫ √−gTµνδgµνdnx = 2δSm (5.14)
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where we used the notation of Section 5.2 δgµν = gµρδgρσg
σν .

Example: The invariant Lagrangian of the previous case is

Ls =
1

2
[−gµν∂µφ∂νφ−m2φ2 − V (φ)]

and taking into account that Ls does not depend on ∂λgµν we have

T µν = 2
1√−g

∂
√−g
∂gµν

Ls + 2
∂Ls
∂gµν

= ∇µφ∇νφ+ gµνLs

with ∇µφ = gµν∂νφ, which agrees with the previous one for gµν = ηµν .

5.7 Dimensions of the Hilbert action

Giving gµν the dimensions l2 and xµ dimensions l0 we have in n dimensions Γαβγ ∼ l0,

Rα
βγδ ∼ l0, Rβδ ∼ l0, R ∼ l−2,

√−g ∼ ln and thus SH ∼ ln−2.

If we give the dimensions gµν ∼ l0, and xµ ∼ l1 we have in n dimensions Γαβγ ∼ l−1,

Rα
βγδ ∼ l−2, Rβδ ∼ l−2, R ∼ l−2,

√−g ∼ l0 and thus again SH ∼ ln−2.

From (Poisson equation in n− 1 dimensions)

G
m2

ln−3
∼ mc2

we have

mc2 ∼ c4ln−3

G

and

action ∼ mc2t ∼ mc2
l

c
∼ c3ln−2

G

and thus we have the action, in all dimensions

c3

16πG
SH + Smatter

where the factor 16π is obtained by fitting Newton’s law. From

~ =
c3ln−2

P

G

we derive the expression of the Planck length

lP =

(

G~

c3

)1/(n−2)
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which is n = 4 becomes

lP =

(

G~

c3

)1/2

.

Thus the adimensional exponent which appears in Feynman functional integral in four

dimensions is
1

16πl2P
(SH + boundary terms) +

1

~
Smatter .

The Planck length can be obtained also equating one half of the Schwarzschild radius (in

four dimensions)
Gm2

rs
2

= mc2 i.e.
rs
2

=
Gm

c2

to the Compton wave length

rc =
~

mc
.

Solving in m the equation rs/2 = rc gives the Planck mass

mP =

(

~c

G

)1/2

= 1.21 1019GeV/c2 = 2.17 10−8kg

whose Compton wave length is the Planck length

lP =
~

mpc
= 1.62 10−35m.

One can also obtain a complete set of units exploiting the electric charge. From

e2

r
= G

m2

r

we have

m =

√

e2

G

where ~ does not appear. Such m is related to the Planck mass as follows

m =

√

e2

G
= m =

√

e2

~c

~c

G
=

1√
137

mP .

5.8 Coupling of the Dirac field to the gravitational

field

First we consider the Dirac Lagrangian in Minkowski space.

We saw how under a Lorentz transformation

x′µ = Λµνx
ν (5.15)
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we have with

Ψ(x) =

(

ψ

φ

)

Ψ′(x′) =

(

Ã 0

0 A

)

Ψ(x) ≡ AΨ(x)

and we shall write A = A[Λ] where A is defined up to a sign.

We recall that

Aσµx
µA+ = σµx

′µ = σµΛ
µ
νx

ν

or

AσµA
+ = σνΛ

ν
µ (5.16)

and similarly

Ãσ̃µÃ
+ = σ̃νΛ

ν
µ (5.17)

with σ̃µ = (σ0,−σm) and Ã = (A+)−1.

Ψ+Ψ is not an invariant; instead Ψ+γ0Ψ = −i(ψ+φ+φ+ψ) → −i(ψ+A−1Aφ+φ+A+A−1+ψ)

is invariant. It is usual to define

Ψ̄ = iΨ+γ0 ≡ Ψ+γ4

and we have

Ψ̄′(x′) = Ψ̄(x)A−1.

We recall that

γµ = i

(

0 σ̃µ

σµ 0

)

and from Eq.(5.16,5.17) we have

AγµA−1 = γνΛ
ν
µ. (5.18)

In general for a vector v we have

AγµA−1vµ = AγµA−1vµ = γνΛ
ν
µv

µ = γνv
′ν = γνv′ν (5.19)

from which follows the invariance of the Lagrangian

L = Ψ̄(γµ∂µ +m)Ψ.

The invariance of the mass term is trivial while for the kinetic term we have under global

Lorentz transformations

Ψ̄γµ∂µΨ = Ψ̄A−1AγµA−1∂µAΨ = Ψ̄′γµ∂′µΨ
′
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having used Eq.(5.19).

We want now to write a Lagrangian invariant under diffeomorphisms and under local

Lorentz transformations SO(3, 1). Let us consider the Lagrangian

Ψ̄eµaγ
a(∂µ + ωµ)Ψ +mΨ̄Ψ. (5.20)

being ωµ the components of a 4 × 4 matrix valued 1-form. We recall that the vierbeins

eaµ are defined by ea = eaµdx
µ, being ea the forms dual to ea; the eµa appearing in

Eq.(5.20) are the inverse of eaµ i.e. eaµe
µ
b = δab . The procedure is to treat the Ψ as scalars

under diffeomorphisms; then we have that the above written Lagrangian is invariant

under diffeomorphisms, due to the contraction eµa∂µ. Let us now consider local SO(3, 1)

transformations (no diffeomorphism) ea = e′bΛ
b
a, which give v′a = Λabv

b (cfr. Eq.(5.15)),

where Λ now depends on x. We recall that

Γ′ = ΛdΛ−1 + ΛΓΛ−1 (5.21)

and

Ψ′(x′) = A[Λ]Ψ(x) .

We have

Ψ̄eµaγ
a(∂µ + ωµ)Ψ +mΨ̄Ψ = Ψ̄′eµaAγaA−1(∂µ +A∂µA−1 +AωµA−1)Ψ′ +mΨ̄′Ψ′ =

= Ψ̄′e′µaγ
a(∂µ +A∂µA−1 +AωµA−1)Ψ′ +mΨ̄′Ψ′

due to Eq.(5.19). Thus we have that the Lagrangian (5.20) is invariant iff the 1-form ω

transforms as follows

ω′ = AdA−1 +AωA−1. (5.22)

Any 1- form which transforms according to Eq.(5.22) does the job. It is important however

that one can find a ω with the above properties, without introducing a new dynamical

field. We recall that Γab belongs to the algebra of SO(3, 1) due to the metric compatibility

0 = dη − ηΓ− ΓTη = −ηΓ− ΓTη .

Moreover we saw that there is (up to the sign) a one to one correspondence between Λ

and A. Thus with Λ = I + ερ and A[Λ] = A[1 + ερ] = I + εa

(I + ερ) ↔ (I + εa)

induced by Eqs.(5.16,5.17) which as we are in the neighborhood of the origin, sets a

one-to-one correspondence between ρ and a. a is a linear function of ρ whose space is

n(n−1)/2 = 6 dimensional (as we are referring to the frames ea we shall use latin indices)

a = Σ b
a ρ

a
b = Σabρ

ab.
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We construct ω as follows

ω = Σ b
a Γ

a
b = ΣabΓ

ab (5.23)

i.e. ω are defined as the representative in the representation (1/2, 0)⊕ (0, 1/2) of the Lie

algebra elements Γ. We must now prove that under the transformation (5.21) of Γ the so

defined ω transforms according to (5.22) i.e.

ω′ = Σ b
a (ΛdΛ

−1 + ΛΓΛ−1)ab = AdA−1 +AωA−1 .

This simply follows from the fact that A ∈ (1/2, 0)⊕ (0, 1/2) is a (double valued) repre-

sentation of Λ ∈ SO(3, 1).

In fact if Λ and Λ + dΛ are two nearby transformations of SO(3, 1) then from

Λ(Λ−1 + dΛ−1) = I + ΛdΛ−1

we have that ΛdΛ−1 ∈ so(3, 1) , i.e. it belongs to the algebra of SO(3, 1). Then we have

A[Λ(Λ−1 + dΛ−1)] = A[I + ΛdΛ−1] = I + Σ b
a (ΛdΛ

−1)ab =

= A[Λ](A[Λ−1] + dA−1) = I +A[Λ]dA−1 = I +A[Λ]dA−1

from which

Σ b
a (ΛdΛ

−1)ab = A[Λ]dA−1

Similarly

Λ(I + εΓ)Λ−1 = I + εΛΓΛ−1 ∈ SO(3, 1)

and thus ΛΓΛ−1 ∈ so(3, 1). Thus

A[Λ(I + εΓ)Λ−1] = A[I + εΛΓΛ−1] = I + εΣ b
a (ΛΓΛ

−1)ab =

= A[Λ]A[I+εΓ]A[Λ−1] = A[Λ](I+εΣ b
a Γ

a
b)A[Λ−1] = A[Λ](I+εω)A[Λ−1] = I+εAωA−1

from which

Σ b
a (ΛΓΛ

−1)ab = AωA−1.

Summing the two contributions we have Eq.(5.22).

We compute now explicitly the matrices Σab. Writing for the infinitesimal Lorentz trans-

formation I + ερ, A[I + ερ] = I + εΣabρ
ab, with Σab = −Σba, keeping in mind that

ρab = −ρba we have from Eq.(5.18)

A[I + ερ]γc A[I + ερ]−1 = γd (I + ερ)dc

i.e.

[Σabρ
ab, γc] = γdρ

dfηfc
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or

[Σab, γc] =
1

2
(γaηbc − γbηac).

Such equation is simply solved by

Σab =
1

8
[γa, γb].

as it is checked by using the Clifford algebra of the γ’s. The explicit representation of the

Σab is

Σij =
1

4

(

σiσj 0

0 σiσj

)

, Σi0 =
1

4

(

σi 0

0 −σi

)

.

Notice that the two dimensional traces of these Σab are zero so that I+εΣabρ
ab ∈ (1/2, 0)⊕

(0, 1/2). As near the identity the correspondence between the Lorentz transformations

and the matrices A is a bijection, our solution for the Σab is the unique solution.

Multiplying by 2i due to the different normalization of the generators, we have the same

result as [WeinbergQFT] I, p. 217 (where the sum in the analog of Eq.(5.23) is done for

a > b while here the sums are on all a and b). ω is called the spin connection and has to

be considered as the fundamental connection.

Summarizing the gauging of the Dirac Lagrangian is given by

Ψ̄ (γa∂aΨ+mΨ) → Ψ̄ (γaeµa(∂µ + ωµ)Ψ +mΨ)

≡ Ψ̄ (γaeµaDµΨ+mΨ) ≡ Ψ̄ (γaDaΨ+mΨ) = Ls

with obvious definitions of Dµ and Da and

SM =

∫

Lsǫǫǫ =

∫

eLsd
4x =

∫

Ld4x

is the invariant Dirac action. Performing an integration by parts and using the fact that

our connection Γ is metric compatible one proves that the action SM is hermitean.

5.9 The field equations

We shall put κ = 8Gπ/c2. The total action becomes

1

2κ
SEC + SM + b.t.

where, for n = 4

SEC =
1

2

∫

Rab ∧ ec ∧ ed εabcd .
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Variation with respect to ed gives

Rab ∧ ecεabcd = κtd

where we set

δSM = −
∫

td ∧ δed

which is always possible. Variation with respect to Γab gives

Dec ∧ ed εabcd = Sc ∧ edεabcd = sab ∈ Λ3 (5.24)

where

κ δSM = −
∫

δΓab ∧ sab.

Due to Γba = −Γab, sba = −sab. We see that in presence of fermions sab 6= 0. In fact in

the case of the Dirac field we have

sab = −κ e Ψ̄γceµcΣabΨεµνλρ
1

3!
dxν ∧ dxλ ∧ dxρ

i.e. the source of the torsion is given by the spin content. From this we see that in the

Einstein-Cartan formulation in presence of fermions the torsion is not zero. We shall now

solve Eq.(5.24). The procedure has an immediate extension to n dimensions even if we

work with n = 4. Writing

Sc =
1

2
Scije

i ∧ ej

and

sab =
1

3!
skabεkmnpe

m ∧ en ∧ ep

and multiplying by eh we reach
1

2
Scijδ

ijh
abc = shab

i.e

Shab + Sccaδ
h
b − Sccbδ

h
a = shab.

Taking the trace we have

Sccb + Sccb − 4Sccb = sccb

from which

Sccb = −1

2
sccb

and

Shab = shab +
1

2

(

δhb s
c
ca − δhas

c
cb

)

.
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Thus the torsion is confined in the region where the matter field is different from zero; we

have a non propagating torsion. On the other hand theories in which the gravitational

action contains quadratic or higher terms in the Riemann tensor can possess propagating

torsion.

In order to find the connection Γab, which by assumption is metric compatible, we shall

define

Γab = Γ[e]ab +Ka
b

being Γ[e]ab the Levi-Civita connection and Ka
b the contorsion tensor 1-form. Ka

b is a

true tensor being the difference of two connections. To compute Γ[e] we could start from

gµν = eaµηabe
b
ν , substitute in

Γ[e]αβγ =
1

2
gαα

′

(∂βgα′γ + ∂γgβα′ − ∂α′gβγ)

and perform the transformation (4.3) with Ωµa = eµa to reach the value in our orthonormal

frame. It is instructive to follow a more direct procedure. Vanishing torsion for Γ[e] means

0 = dea + Γ[e]ab ∧ eb.

Setting

dea =
1

2
Ea

cbe
c ∧ eb

we have

0 = Eacb + Γ[e]abc − Γ[e]acb.

Rotating the indices twice and subtracting from the first two the last one, keeping in mind

that due to metric compatibility Γ[e]bac = −Γ[e]abc, we reach

Γ[e]abc =
1

2
(Ecba + Eabc − Ebac) .

We must determine now the contorsion from Sa that we already know.

Sa = dea + Γ[e]ab ∧ eb +Ka
b ∧ eb = Ka

b ∧ eb

Setting as usual

Sa =
1

2
Saije

i ∧ ej ; Ka
b = Ka

bie
i

we have

Saij = Ka
ji −Ka

ij

and lowering one index

Saij = Kaji −Kaij .
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Keeping in mind that metric compatibility imposes Kaij = −Kiaj one can solve in K with

the usual method of rotation of indices and finally we obtain

Kija =
1

2
(Saij + Siaj − Sjai)

Γabc = Γ[e]abc +
1

2
(Scab + Sacb − Sbca) (5.25)

which correctly is antisymmetric in a, b.

Having solved completely the connection Γ in terms of Γ[e] and K which is given in terms

of the torsion source sab we can go back to the first equation

Rab ∧ ecεabcd = κ td .

We have

R(Γ[e] +K) = R(Γ[e]) +D[e]K +K ∧K

where R(Γ[e]) is the usual metric curvature. Thus the equation has now become

(R(Γ[e]) +D[e]K +K ∧K)ab ∧ ecεabcd = κ td. (5.26)

Such equation has to be supplemented by the one obtained by varying the matter field Ψ

i.e. the Dirac equation

γaDaΨ+mΨ = 0. (5.27)

The independent variables in the system (5.26,5.27) are the vierbeins eaµ and the Dirac

field Ψ.

Given a solution to equations (5.26,5.27) we can apply to it an arbitrary diffeomorphism

transformation and an arbitrary local Lorentz rotation to obtain again a solution. Obvi-

ously is solving the system Eqs.(5.26,5.27) one can apply a gauge fixing procedure.

By multiplying Eq.(5.26) on the right by ef we have

(R(Γ[e]) +D[e]K +K ∧K)ab ∧ ec ∧ efεabcd = κ td ∧ ef .

Then isolating the R(Γ[e]) term (which is the metric Riemann tensor) and proceeding as

in the discussion of the pure Einstein- Cartan action, Eq.(5.26) can be rewritten as

Gf
d [e] = κ T (eff)fd

where T (eff)fd is an effective symmetric energy momentum tensor, with ∇[e]fT (eff)
f
g =

0, which contains also the four fermion term originating from K∧K. However T ab cannot

be obtained from the variation of the action with respect to gab because gab does not
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appear in the action, being eaµ and Γabµ the fundamental gravitational variables. Still is

better to work directly with the system (5.26,5.27).

We saw that in the first order Einstein-Cartan approach when the gravitational field is

coupled with the Dirac field the connection acquires torsion.

However this is not the only way to couple fermions to gravity. One could as well consider

the torsionless Levi-Civita connection Γ[e] and couple invariantly the fermion to gravity

via [2]

ψ̄γρ∂ρψ → ψ̄γρ(∂ρ + ΣabΓ[e]
ab
ρ )ψ

and as such this way of proceeding can be called a second order approach. The action is

still invariant under diffeomorphisms and under local Lorentz transformations. The two

Lagrangians differ by a four-fermion term. We shall see in Chapter 11 that the formulation

of supergravity is simplest in the first order approach in which torsion is present.
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5.10 The generalized energy- momentum tensor

We saw that if the coupling of matter to gravity can be achieved by means of the metric

tensor gµν the energy momentum tensor can be defined by the relation

δSM =
1

2

∫

dnx
√−g Tµνδgµν

or

Tµν =
2√−g

δSM
δgµν

= Tνµ

where we used the boldface for reason of clearness. By definition Tµν is symmetric and

we found that on-shell

∇µT
µν = 0 .

Einstein equations take the form

Gµν = κ Tµν

where we could also add the cosmological constant.
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If gravity is described by the vierbeins eaµ as it is unavoidable in presence of fermions the

energy momentum tensor is defined by

δSM
δeaµ(x)

= eT µa(x) .

The mixed tensor T µa(x) will be the fundamental object in the following. In boson theory

if we introduce artificially eaµ through gµν = eaµηabe
b
ν we have

T λa =
1

2
(Tλνηabe

b
ν +Tµληabe

b
µ)

and

T λa ≡ T λbη
ba =

1

2
(Tλνeaν +Tµλeaµ) .

If we multiply by eρa we have

T λaeρa =
1

2
(Tλρ +Tρλ) = Tλρ .

The action in the fermionic case (and trivially in the bosonic case) is invariant under local

Lorentz transformations

δeaµ = αabe
b
µ, with αab = −αba .

Then on the equations of motion we have

0 = δSM =

∫

eT µaα
a
be
b
µd

nx =

∫

eT baαabd
nx

i.e. on the equations of motion the antisymmetric part of T ba ≡ ebµT
µ
cη
ca has to vanish.

Thus we have the symmetry of T ba as a consequence of local Lorentz invariance.

We examine now the consequences of invariance under diffeomorphisms. Under a diffeo-

morphisms we have (Lie derivative of a covariant vector)

δξe
a
µ = ξν∂νe

a
µ + ∂µξ

νeaν . (5.28)

But we can rewrite Eq.(5.28) as

δξe
a
µ = ξν∇[e]νe

a
µ +∇[e]µξ

νeaν

where ∇[e]ν is the covariant derivative calculated by means of the metric compatible con-

nection Γ[e]µλν because in the Lie derivative we can replace the derivatives with covariant

derivatives provided the connection is torsionless. Then, ignoring on the equations of

motion the variation of the matter fields, we have

δξSM =

∫

dnxeT µa(ξ
ν∇[e]νe

a
µ + eaν∇[e]µξ

ν) .
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Integrating by parts the second term, using the metric compatibility of Γ[e] we have

δξSM =

∫

dnx e (T µaξ
ν∇[e]νe

a
µ − ξν∇[e]µT

µ
ν) (5.29)

where we defined from the fundamental T µa, T
µ
ν = T µae

a
ν .

We examine now the first term. We recall that

ea = uµe
µ
a

so that

Γ[e]ab = eaµde
µ
b + eaµΓ[e]

µ
λe
λ
b = −deaµeµb + eaµΓ[e]

µ
λe
λ
b

i.e.

Γ[e]abe
b
µ = −∇[e]eaµ

and thus the first term becomes

−
∫

dnxeT baξνΓ[e]abν . (5.30)

As we have that Γ[e]abν is antisymmetric in a, b, and T ab symmetric in a, b, which is

a consequence of local Lorentz invariance, Eq.(5.30) vanishes. Then from Eq.(5.29) it

follows that

∇[e]µT
µν = 0

which is a consequence of the combined invariances under local Lorentz transformations

and diffeomorphisms. Such symmetry and covariant conservation property of the energy

momentum tensor are consequences of the invariance at the classical level. Such properties

can be violated at the quantum level giving rise to the so called gravitational anomalies.
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[1] L. Alvarez-Gaumé, E. Witten,“Gravitational Anomalies” Nucl. Phys. B234 (1984)

269

[2] R. Bertlmann,“Anomalies in Quantum Field Theory” Oxford University Press 1996.

5.11 Einstein-Eddington affine theory

It is remarkable that one can provide an affine formulation of gravity, i.e. a formulation in

which the basic variable is an affine connection and no metric is present at the beginning.

We start with a symmetric connection (absence of torsion) Γλµν from which the Ricci tensor

can be readily computed. No metric is present. The action is

SEE =

∫

LEE d4x = k

∫

√

| detR(µν)| d4x.
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where R(µν) denotes the symmetrized Ricci tensor and k is a constant. Such an action is

diffeomorphism invariant because

detR′
(ρσ) = detR(µν) det

∂xµ

∂x′ρ
det

∂xν

∂x′σ

while

d4x′ = d4x det
∂x′µ

∂xν
.

The equations of motion are

0 =

∫

∂LEE
∂R(µν)

δRµν =

∫

∂LEE
∂R(µν)

(∇∇∇∇λδΓν −∇∇∇∇νδΓλ)
λ
µd

4x

Define now the symmetric (2, 0) tensor gµν

√

|g|gµν ≡ k

√

| detR(··)|
2

[R−1
(··)]

µν =
∂LEE
∂R(µν)

(5.31)

where g is the determinant of the inverse of gµν which will be denoted by gµν i.e. by

definition gµλgλν = δµν . g
µν is a (2, 0) tensor as seen by taking the determinant of both

sides of Eq.(5.31). The equations of motion now take the form

0 =

∫

gµν
√

|g|(∇∇∇∇λδΓν −∇∇∇∇νδΓλ)
λ
µd

4x

and we are faced exactly with the Palatini problem of Section 5.3; we deduce that∇λgµν =

0 from which Γ is the unique metric compatible torsionless connection. But now the

associated Ricci tensor is symmetric and going back to Eq.(5.31) we have

2

k
gµν = Rµν

which is equivalent to

Rµν −
1

2
gµνR + Λgµν = 0

i.e. pure Einstein theory with a cosmological constant with Λ = 2/k. Coupling to matter,

if attainable through the gµν , presents no difficulties.

The symmetry constraint on the connections Γµνλ has also been relaxed in the attempt to

interpret the antisymmetric part of the Γµνλ as the field-strength tensor of the electromag-

netic field [2].
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Chapter 6

Submanifolds

6.1 Introduction

Given a 4-dimensional manifold with lorentzian metric let us consider a 3-dimensional

sub-manifold Σ. The tangent space of Σ at any point is 3-dimensional. Let us consider

the normal to Σ at a point, i.e. the vector which is orthogonal to all tangent vectors at p.

Such a vector always exists and is unique up to a multiplying factor. In fact if v1,v2,v3

is a base of the tangent space at p let us consider a further independent vector v0 and

construct g0µvµ, where gµν = (vµ,vν). The scalar product with vj is δ
0
j = 0. Any vector

orthogonal to the tangent space at p is aµvµ with aµgµj ≡ aj = 0. Thus the only freedom

is the value of a0.

If the normal at any point of Σ is time-like that surface is said space-like. If it is space-like

the surface is said time-like. If it is light-like the surface is said to be null.

Now we prove that the intrinsic metric of a space like surface is positive definite. That of

a time-like surface is of signature −++. The metric of a null surface is degenerate.

In fact for a space-like surface the representation of g in the base n,vj is g00 < 0, g0j = 0

from which it follows that the 3 × 3 -matrix (vj ,vk) has signature + + +. Similarly for

a time-like surface the signature of the matrix (vj ,vk) is − + +. For a null-surface we

have 0 = (n,n) = (g0µvµ, g
0νvν) = g00 i.e. n = g0jvj, n ∈ T (p) and at the same time

orthogonal to T (p), giving g0jgjl = 0.

6.2 Extrinsic curvature

Given a surface Σ embedded in an n dimensional manifold M , i.e. a n − 1 dimensional

manifold embedded in M , let us consider the unit vector n normal to the surface Σ.

101
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We construct the tensor hab = gab ∓ nanb for nan
a = ±1. Such a tensor is the metric

tensor on the surface and hab is a projection on the tangent space of the surface.

We define extrinsic curvature of the surface the tensor, belonging to the tangent space on

the n− 1 dimensional manifold

Kab = ha
′

a h
b′

b ∇a′nb′ = ha
′

a ∇a′nb.

The last equality is due to metric compatibility of ∇ and to na∇na = 0. For definiteness

we work with nana = −1 .

In order to compute ∇anb we need an extension of nb outside to surface, but due to the

projection ha
′

a the defined Kab does not depend on such extension.

We want to prove that Kab = Kba. Let ρ = 0 be the equation defining the surface. na is

given by

na = λ∇aρ

being λ a proper normalizing function to have n2 = −1.

We have

∇cλ = λ2na∇a∇cρ.

Then Kab

Kab = λhca(n
dnb∇c∇dρ+∇c∇bρ) =

= λ(ndnb∇a∇dρ+ nanbn
cnd∇c∇dρ+∇a∇bρ+ ncna∇c∇bρ)

which is symmetric under the exchange of a and b , due to the absence of torsion i.e.

∇a∇bρ = ∇b∇aρ.

There is an important relation between the extrinsic curvature and a Lie derivative of the

metric hab

Lnhab = nc∂chab + hcb∂an
c + hac∂bn

c

= nc∇chab + hcb∇an
c + hac∇bn

c =

= nc∇c(nanb) +∇anb +∇bna =

= ncna∇cnb + ncnb∇cna +∇anb +∇bna = Kab +Kba = 2Kab.
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6.3 The trace-K action

Using the concept of extrinsic curvature we can give a covariant form of the gravitational

action. The problem is that to add to the Hilbert action a covariant boundary term whose

variation cancel the contribution
∫

∂V

vλΣλ (6.1)

which appears in Eq.(5.5). We start from the contribution to Eq.(6.1) of the top surface

Σ2 (see Fig 7.1).
∫

Σ2

√−g vλελµ2...µn
dxµ2 ∧ . . . dxµn

(n− 1)!
.

One should not confuse the surfaces Σ1, Σ2, Σt with the differential form Σλ appearing

e.g. in eqs.(6.1, 5.5) and others.

Using
√−g =

√
h N , N > 0 we can rewrite the above as (see eq(5.5))

∫

Σ2

N
√
h v0dn−1x = −

∫

Σ2

√
h vλnλ d

n−1x (6.2)

where nλ = (−N, 0, 0, 0) is the normal to the space-like surface Σ2. n is time-like and

being n0 = g0µnµ = 1
N
> 0 this is called the future-pointing normal. We recall that

vλnλ = δΓλµνg
µνnλ − δΓνµνg

µλnλ . (6.3)

Let us compute the variation of

∫

Σ2

√
h K dn−1x =

∫

Σ2

√
h hµν∇µn

ν dn−1x .

In the variational procedure we have on ∂V , δgµν = 0 and thus also δnν = 0, δnν = 0 on

∂V but not necessarily outside ∂V . We have

δ

∫

Σ2

√
h hµν ∇µn

ν dn−1x =

∫

Σ2

√
h hµν (∂µδn

ν + δΓνρµn
ρ) dn−1x

=

∫

Σ2

√
h (δΓµρµn

ρ + nρδΓ
ρ
νµn

νnµ) dn−1x (6.4)

because on ∂V , δnν = 0 and as a consequence ∂µδn
ν = c nµ. We can also write, using

metric compatibility

δ

∫

Σ2

√
h K dn−1x = δ

∫

Σ2

√
h hµν ∇µnν d

n−1x (6.5)

=

∫

Σ2

√
h hµν(∂µδnν − δΓρνµnρ) d

n−1x =

∫

Σ2

√
h (−gµνδΓρνµnρ − nρδΓ

ρ
νµn

νnµ) dn−1x .
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Addition of the term (6.4) and (6.5) gives minus (6.2). Thus

2

∫

Σ2

√
h Kdn−1x

will cancel in the variation, the contribution to Eq.(6.1) of Σ2 and similarly

−2

∫

Σ1

√
h K dn−1x

will cancel the contribution to Eq.(6.1) of Σ1.

We come now to the contribution of the mantle B in Eq.(6.1). Denoting by uλ the

outward-pointing unit normal to B we have

gµν = γµν + uµuν .

The extrinsic curvature of B is

Θµν = γαµ∇αuν , Θ = γαµ∇αu
µ .

Working as before we have

∫

B

√−γ vλuλ dn−1x = −2δ

∫

B

√−γ Θ dn−1x .

We can now write the trace-K action [1]

SK = SH + 2

(
∫

Σ2

−
∫

Σ1

)√
h K d3x+ 2

∫

B

√−γ Θ d3x

which has a form invariant under diffeomorphisms.

Remark: The above given trace-K action is complete for orthogonal boundaries i.e. when

on the two dimensional surface where B meets Σt we have nλuλ = 0. Otherwise as

discovered in [2] and treated in detail in [1,3] one has to add two contributions belonging

to two 2-dimensional sub-manifolds.
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6.4 The boundary term in the Palatini formulation

With the developed tools we can give a covariant form for the boundary terms in the

Palatini action [1].

The boundary term in the variation of Γλµν was
∫

dnx∂λ(
√−ggµνδΓλµν −

√−ggλµδΓνµν) .

Let us compute it first on Σ2 where it gives

−
∫

Σ2

√
h(nλg

µνδΓλµν − nλg
λµδΓνµν)d

n−1x . (6.6)

where nλ is the future-pointing time-like unit normal defined in the previous section.

Working exactly as for the trace-K action we find that the variation of

−
∫

Σ2

√
h (hµν∇µn

ν + hµν∇µnν) d
n−1x (6.7)

using the absence of torsion, i.e. the symmetry of the connection in the lower indices

µν, is exactly minus (6.6). The only difference is that, as we do not assume at the start

metric compatibility, we cannot identify Eq.(6.7) with twice the integral of the trace of

the exterior curvature. Moreover we can write

hµν∇µn
ν + hµν∇µnν = ∇µn

µ + gµν∇µnν + nµ∇µ(n
νnν) = ∇µn

µ + gµν∇µnν .

Similarly one deals with Σ1 and B. Summarizing we have the complete Palatini action

SP =

∫

V

√−g gµν Rµνd
nx −

(
∫

Σ2

−
∫

Σ1

)√
h (∇νn

ν + gµν∇µnν) d
n−1x (6.8)

+

∫

B

√−γ (∇νu
ν + gµν∇µuν) d

n−1x (6.9)

where uµ is the outward-pointing unit normal to B and in the second line γµν = gµν−uµuν ,
uµuµ = 1.
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6.5 The boundary term in the Einstein-Cartan for-

mulation

The developed formalism allows to compute also the covariant boundary terms in the

Einstein-Cartan formulation [1]
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From Eq.(5.11) we recall that the left-over term in deriving the equation of motion by

varying Γ is
1

(n− 2)!

∫

d(δΓab ∧ ea3 ∧ . . . ean εaba3...an) .

Not to overburden the notation we shall deal with the case n = 4, the extension to all n

being trivial. We have

1

2

∫

V

d(δΓab ∧ ec ∧ ed εabcd) =
1

2

∫

∂V

δΓab ∧ ec ∧ ed εabcd .

Such expression can be rewritten in the form (6.11) below.

For completeness we give here the derivation. In general for a three form ω we have

∫

∂V

ω =
1

3!

∫

∂V

ωµ2µ3µ4 dx
µ2 ∧ dxµ3 ∧ dxµ4 =

∫

∂V

e Ωβ εβµ2µ3µ4dx
µ2 ∧ dxµ3 ∧ dxµ4

where

eΩβ = − 1

3!
εβµ2µ3µ4ωµ2µ3µ4 .

Thus referring to the surface Σ2 we have

1

3!

∫

Σ2

e Ωβ εβµ2µ3µ4dx
µ2 ∧ dxµ3 ∧ dxµ4 = −

∫

Σ2

√
h nβ Ωβ d3x =

=
1

3!

∫

Σ2

√
h

e
nβ ε

βµ2µ3µ4ωµ2µ3µ4 d
3x . (6.10)

where nµ = (−N, 0, 0, 0), N > 0. In the present case we have

ω =
1

3!
ωµ2µ3µ4 dx

µ2 ∧ dxµ3 ∧ dxµ4 = 1

2
δΓabfe

f ∧ ec ∧ ed εabcd .

Substituting into (6.10) and using

εβµ2µ3µ4 efµ2 e
c
µ3
edµ4 = e eβkε

kfcd

we obtain for such a contribution
∫

Σ2

√
h nk δΓ

ab
f δ

kf
ab d

3x = 2

∫

Σ2

√
h na δΓ

ab
b d

3x (6.11)

where we took into account the antisymmetry in a, b of δΓabc .

Consider now the variation of

2

∫

Σ2

√
h hµa∇µn

a d3x . (6.12)

where hµa = hµν e
ν
a = eµa + nµna
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Following the same procedure as above we have for the variation

2 δ

∫

Σ2

√
h hµa∇µn

a d3x = 2

∫

Σ2

√
h (δΓaban

b + nµδΓabµ nanb)d
3x = −2

∫

Σ2

√
h naΓ

ab
bd

3x

which is minus the boundary contribution (6.11). Also one notices that in Eq.(6.12)

due to metric compatibility we have hµa∇µn
a = eµa∇µn

a. Similarly one deals with the

contribution of Σ1 and of B. Finally the complete action for Einstein-Cartan formulation

is

SEC =
1

2

∫

V

Rab ∧ ec ∧ edεabcd − 2

(
∫

Σ2

−
∫

Σ1

)√
h eµa∇µn

a d3x+ 2

∫

B

√−γ eµa∇µu
a d3x

where nµ = (−N, 0, 0, 0) and uµ is the unit outward-pointing normal to B and again in

the last term γµν = gµν − uµuν.
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6.6 The Gauss and Codazzi equations

Given a surface Σ embedded in an n dimensional manifold M , i.e. an n− 1 dimensional

manifold embedded in M , the are important relations between the curvature R in n

dimensions, the intrinsic curvature R of the n−1 dimensional surface Σ and the extrinsic

curvature of the n−1 dimensional surface Σ embedded in the n dimensional manifold M .

By D here we shall understand the covariant derivative in the sub-manifold, with zero

torsion and compatible with the metric hab induced by gab on the sub-manifold Σ i.e. the

pull back of gab to Σ.

The main equation to be used is

(DaDb −DbDa)v
c = Rc

c′abv
c′

from which it follows

(DaDb −DbDa)ωc = −Rc′

cabωc′. (6.13)

We recall that the covariant derivative D can be computed from the covariant derivative

∇ on the n-dimensional manifold through a projection procedure. For example

DaT
b
cd = ha

′

a h
b
b′h

c′

c h
d′

d ∇a′T
b′

c′d′ .
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A result which is useful in proving the following relations is

ha
′

a h
b′

b ∇a′h
c
b′ = ha

′

a h
b′

b ∇a′(n
cnb′) = ncKab. (6.14)

Then from Eq.(6.13)

−Rd
cab = −ha′a hc

′

c h
b′

b h
d
d′R

d′

c′a′b′ −KacK
d
b +KbcK

d
a

or

Rdcab = ΠΣ(Rdcab) +KacKdb −KbcKda

where ΠΣ denotes the projection on Σ. This is the Gauss equation.

Taking two traces and keeping in mind the (anti)-symmetry of the Riemann tensor (see

Section 4.18) in the indices one gets

R+K2 − Tr(KK) = 2nbncGcb (6.15)

where Gcb is the Einstein tensor.

To prove the Codazzi equations take

DaK
c
b = hcc′h

b′

b h
a′

a ∇a′K
c′

b′ ≡ hcc′h
b′

b h
a′

a ∇a′(h
b′′

b′ ∇b′′n
c′).

Using Eq.(6.14)we find

DaK
c
b = Kabh

c
c′n

b′∇b′n
c′ + hcc′h

b′

b h
a′

a ∇a′∇b′n
c′.

Contracting c with b

DaK = Kabn
b′∇b′n

b + hb
′

c h
a′

a ∇a′∇b′n
c.

Contracting a with c

DaK
a
b = Kabn

b′∇b′n
a + ha

′

c h
b′

b ∇a′∇b′n
c

we have

DaK
a
b −DbK = ha

′

c h
b′

b (∇a′∇b′n
c −∇b′∇a′n

c) = ha
′

c h
b′

b R
c
c′a′b′n

c′

= hb
′

b Rcb′n
c = hdbGcdn

c. (6.16)

These are the Codazzi equations.

The Gauss and Codazzi equations relate intrinsic and extrinsic properties of an n − 1-

dimensional surface to geometric properties of the n-dimensional space in which such a

surface is embedded. The vanishing of Eq.(6.15) for any surface i.e. for any n, tells us

the Gab = 0. For a two dimensional surface embedded in three dimensions Gab = 0 tells
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us that the three dimensional space is flat. For an n − 1-dimensional surface embedded

in an n-dimensional space with n ≥ 4 Gab = 0 tells us that the space is Ricci flat.

If we have at our disposal only one normal

naG
abnb = 0, habG

bcnc = 0

are equivalent to

naG
abnb = 0, Gacnc = 0

i.e. in the ADM reference system G00 = 0, Gj0 = 0.
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Chapter 7

The hamiltonian formulation of

gravity

7.1 Introduction

The motivations for a hamiltonian formulation of gravity are:

1. The need to define a Cauchy problem.

2. Separation of physical from gauge degrees of freedom.

3. A hamiltonian formulation is a road to quantization as done in non relativistic quantum

mechanics and also in relativistic field theory.

4. Give a framework to perform numerical calculations like black hole scattering, black

hole coalescence, emission of gravitational waves.

One assumes that space-time can be foliated in space like surfaces Σt which will labeled

by a real parameter t. Space-like surface means that all vectors belonging to the tangent

space of Σt are space-like vectors; this is equivalent to saying that the vector na normal

to Σt is a time-like vector-field.

One introduces a vector field called “time flow” which generates the diffeomorphisms

which map Σt0 into Σt0+t and thus such that ta∇at = 1. From its definition we see that

the ta is not unique. The metric on Σt is the one induced by the metric gab on M i.e. the

pull-back of gab to Σt.

One can decompose ta in normal and tangential part

ta = Na − natbnb ≡ Na +Nna.

The space metric is given by the tensor

hab = gab + nanb; nana = −1.

111
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Σ

Σ

B

Bt

Σ t

2

1

Figure 7.1: Space-time foliation

In a general frame, vectors in Σt are described by four (non independent) components.

The time flow vector field can be used to set up a special coordinate system (t, [φ−1
t (p)]j)

i.e. the ADM coordinate system. In such a coordinate system, under φt the x
j do not

vary and thus tµ = (1, 0, 0, 0). Being Nµ tangent to Σt we have Nµ = (0, N j) and being

nµ orthogonal to all tangent vectors of Σt we have nµ = (−N, 0, 0, 0) and thus

0 = N j +Nnj ; nj = −N
j

N

−1 = −Nn0 + 0; n0 =
1

N
.

As nj = 0 we have hij = gij . Being n
µ orthogonal to all tangent vectors of Σt (0, ., ., .) we

have

0 = nµgµi =
1

N
g0i −

N j

N
hij

from which g0j = N ihij = Nj .

−1 = nµnµ =
1

N2
g00 + hij

N iN j

N2
− 2

N i

N
gi0

1

N
.

Summarizing

gµν =

(

N jNj −N2 Nn

Nm hmn

)
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which is the ADM metric and in such coordinate system

tµ = (1, 0, 0, 0); Nµ = (0, N j); nµ = (−N, 0, 0, 0); nµ = (
1

N
,−N

j

N
).

Sometimes the inverse of gµν is needed; it is given by

gµν =

(

− 1
N2

Nn

N2

Nm

N2 hmn − NmNn

N2

)

.

7.2 Constraints and dynamical equations of motion

If Einstein equations are satisfied (in absence of matter it means that the space is Ricci-flat

Gab = 0) we have

R+K2 − Tr(KK) = 2nanbG
ab = 0 (I)

and

DaK
a
b −DbK = hbcG

cdnd = 0 . (II)

Due to 2Kab = Lnhab the four relations contain only first order time derivative while

the system of Einstein equations are (linear) in second order time derivative. Thus one

naively expects that as initial conditions we must give both hab, N
i, N and ḣab, Ṅ

i, Ṅ but

such initial conditions are not arbitrary but subject to (I) and (II). On the other hand if

Einstein equations should predict uniquely the time development of the metric, we would

have a violation of invariance under diffeomorphisms, as given a solution any other metric

given by a diffeomorphism of the first, must also be a solution.

Is is remarkable that the validity of the single scalar equation, which relates the intrinsic

and extrinsic curvature

R+K2 − Tr(KK) = 0

on all space like surfaces is equivalent to Einstein equations i.e. to the whole general

relativity, in absence of matter. In fact the validity of (I) for all time-like n implies the

Gab = i.e. that space time is Ricci flat.

However given a foliation of the space time n is not arbitrary. Recalling that hab = δab+n
anb

we have that the validity of

R+K2 − Tr(KK) = 0

and

DaK
a
b −DbK = 0.
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due to the invertibility of gab imply the four relations Gabnb = 0, which in the ADM frame

assume the form Gµ0 = 0. These are the 4 Einstein equations which do not contain second

order time derivatives and as such are called instantaneous equations. The other 6 are

Gij = 0 and they do contain second order time derivative as will be shown in developing

the hamiltonian approach.

Thus in the initial conditions of the Cauchy problem we cannot choose the metric hij , N
j , N

and the time derivative of the metric ḣij, Ṅ
j , Ṅ arbitrarily but such initial conditions are

subject to (I) and (II).

7.3 The Cauchy problem

for the Maxwell and Einstein equations in vacuum

There is a strict analogy between the Cauchy problem for the Maxwell equations in the

A description and the Cauchy problem for the Einstein equations

1. Aµ are 4 fields

2. A→ A+ dΛ is a transformation which leaves unchanged the field strength Fµν .

3. ∂µF
µν = 0 is a system of 4 equations, which is second order in the time derivatives.

4. Not all equations are of second order in the time derivative:

∂jF
j
0 = ∂j(∂

jA0 − ∂0A
j) = 0

is first order and contains no time derivative of A0.

5. ∂µF
µ
j = 0 are 3 equations containing second order time derivatives

∂µF
µ
j = ∂0(∂

0Aj − ∂jA
0) + ∂i(∂

iAj − ∂jA
i) = 0 (7.1)

No Ä0 appears.

To proceed in time we need Ȧj and to extract Äj from Eq.(7.1) we need to know on Σ,

Al and also ∂0A
0.

A consequence of Eq.(7.1) is

∂0(∂µF
µ0) = 0.

Thus the position of the Cauchy problem in Aµ is

I. Choose A0 as an arbitrary function of space time.

II. Choose Aj(x, 0) and Ȧj(x, 0) subject to the condition

(∂j∂
jA0 − ∂jȦ

j)(x, 0) = 0 (7.2)
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but otherwise arbitrary.

III. Solve the 3 second order equations for Aj

∂µF
µ
j = 0 i.e.

Äj = ∂jȦ0 + ∂i(∂
iAj − ∂jAi). (7.3)

As a consequence of Eq.(7.3), Eq(7.2) is satisfied at all times.

The separation of the gauge degree of freedom is most clearly seen in the hamiltonian

formulation.

Starting from the lagrangian

L =
1

4
FµνF

µν =
1

4
(∂iAj − ∂jAi)(∂

iAj − ∂jAi) +
1

2
(∂0Aj − ∂jA0)(∂

0Aj − ∂jA0)

let us compute the momenta conjugate to Aj

Ej =
∂L

∂Ȧj
= ∂0Aj − ∂jA0

and rewrite the action in hamiltonian form

S =

∫

(EjȦj −H)d4x (7.4)

=

∫
(

EjȦj +
1

2
EjEj +

1

4
(∂iAj − ∂jAi)(∂

iAj − ∂jAi) + A0∂jE
j

)

d4x (7.5)

where a space integration by parts has been performed. We see that A0 appears without

derivatives, i.e. as a Lagrange multiplier. Its variation give the constraint

∂jE
j = 0 . (7.6)

The variation of Ej gives

Ȧj = −Ej + ∂jA0 (7.7)

while variation of Aj give

Ėj = −∂i(∂iAj − ∂jAi) . (7.8)

Antisymmetry in the indices in the last equation gives

∂jĖ
j = 0 . (7.9)

To solve the equations of motion choose A0 as an arbitrary function of space and time. At

t = 0 choose Aj and E
j arbitrarily but with Ej subject to Eq.(7.6). Using eqs.(7.7,7.8)

propagate the fields Aj and Ej in time. As a consequence of Eq.(7.8) the constraint

equation (7.6) will be satisfied at all times.
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Similarly for the Einstein equations we have

1. hij N , N j are 10 fields.

2. The physical content of the solution is unchanged under the transformation x′µ(x)

(diffeomorphisms) given by 4 arbitrary functions.

3. Gµν = 0 is a system of 10 equations, which is second order in time derivatives.

4. Not all equations contain second order time derivatives:

G00 = 0 and G0i = 0 contain only first order time derivatives.

5. The other 6 equations Gij = 0 contain second order time derivatives

No N̈ , N̈a appear in the equations. These two statements will be proven in the following

section.

Thus the position of the Cauchy problem in hij N , Na is

I. Choose N , Na as arbitrary functions of space time.

II. Choose hij(x, 0) and ḣij(x, 0) subject to

G00(x, 0) = 0; G0j(x, 0) = 0 (7.10)

but otherwise arbitrary.

III. Solve the 6 second order equations for hij

Gij = 0. (7.11)

As a consequence of Eqs.(7.11), Eqs.(7.10) are satisfied at all times; also this statement

will be proven in the following section.

Again the separation of the diffeomorphism from the physical degrees of freedom is most

clearly seen in the hamiltonian formalism to which we turn in the next section.

7.4 The action in canonical form

In what follows we shall refer to the somewhat simpler case of the boundary B orthogonal

to Σt, i.e. n
µuµ = 0 on B, being uµ the normal to B, and nµ as usual the normal to Σt.

Using the Gauss equation (6.15) we can rewrite the action as (D = n− 1)

S =

∫

V

√−g dt dDx (R+K2 − Tr(KK)− 2nµRµνn
ν) + 2

∫

B

√−γ dDx Θ

+ 2

(
∫

Σ2

−
∫

Σ1

)√
h dDx K (7.12)

being Θ the extrinsic curvature of B and
√−γ dDx the area element of B. Using

nµRµνn
ν = nν∇µ∇νn

µ − nν∇ν∇µn
µ =
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= −∇µn
ν∇νn

µ +∇µ(n
ν∇νn

µ) +∇νn
ν∇µn

µ −∇ν(n
ν∇µn

µ) (7.13)

and transforming the two divergence terms in surface integrals, the action becomes

S =

∫

dt

∫

Σt

√−g dDx(R−K2 + Tr(KK)) + 2

∫

B

√−γ dDx(Θ + uµ(n
µK − aµ))

where aµ is the acceleration vector aµ = nλ∇λn
µ; moreover due to uµn

µ = 0 the part

proportional to K vanishes. Notice that the two surface terms due to Σ2 and Σ1 in action

(7.12) have been canceled by the contribution of the two divergence terms in Eq.(7.13)

computed on Σ2 and Σ1. The surface contribution on B, i.e. the last integral in the

previous equation, can be expressed in terms of the extrinsic curvature k of Bt = B ∩ Σt

as a sub-manifold of Σt.

In fact under our working hypothesis uµn
µ = 0, uµ coincides with the unit vector rµ

belonging Σt and orthogonal to Bt. The metric on Bt is given by

σµν = hµν − uµuν

and thus the extrinsic curvature of Bt is

kµν = σαµDαrν = σαµDαuν = hβµ∇βuν − uαuµh
β
α∇βuν

whose trace is given by

k = kµµ = ∇µu
µ + nβnµ∇βu

µ = Θ− uµa
µ.

Thus we obtain the action in Lagrangian form S =
∫

L dt i.e.

S =

∫

dt

(
∫

Σt

√
h dDxN(R−K2 + Tr(KK)) + 2

∫

Bt

dxD−1√−γ k
)

. (7.14)

√−γ can also be written as N
√
σ, being

√
σ the area element of Bt. We notice that the

extrinsic curvature of Σt, Kµν = hαµ∇anν appears quadratically in the above formula.

The remarkable feature of Eq.(7.14) is that the top and bottom boundary terms have

disappeared and thus it is of the form
∫

Ldt where L is the Lagrangian of the system.

Thus we can develop from it the hamiltonian formalism.

We shall need now a more explicit form of the extrinsic curvature tensor.

Kab =
1

2
Lnhab =

1

2
(nc∇chab + hcb∇an

c + hac∇bn
c) =

=
1

2N
(Nnc∇chab + hcb∇a(Nn

c) + hac∇b(Nn
c))
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because hacn
c = 0. Substitute now Nna = ta −Na to obtain

Kab =
1

2N
(Lthab − LNhab)

which lying in TΣ can be rewritten as

Kab =
1

2N
(ha

′

a h
a′

a Ltha′b′ − ha
′

a h
a′

a LNha′b′) =
1

2N
(ha

′

a h
a′

a Ltha′b′ −DaNb −DbNa).

Taking into account that Na ∈ TΣ i.e. Nana = 0 and going over to ADM coordinate

system where ta = (1, 0, 0, 0), ni = 0 we have

Kij =
1

2N
(∂0hij −DiNj −DjNi). (7.15)

These are all the significant components of the tensor Kab ∈ TΣ as all the other (redun-

dant) components can be obtained from naKab = 0. Moreover in forming scalars on Σ i.e.

contracting with vectors or tensors belonging to TΣ only the components Kij play a role

as for such vectors or tensors we have t0µ = 0.

Notice that of the variables hij , N
i, N no time derivatives of N i and N appear in the

action and as such they appear as Lagrange multipliers. We compute with the usual rules

the conjugate momenta to hij

πij(t, x) =
δL

δḣij(t, x)
=

√
h(Kij −Khij) (7.16)

which can be inverted in ḣij using Eq.(7.15). Beware that πij is not a tensor on Σt but a

tensorial density. Write now L in hamiltonian form and perform one integration by parts

in dDx to obtain

SH =

∫

dt

∫

Σt

dDx(πij ḣij −NH −N iHi) + 2

∫

dt

∫

Bt

√
σ dD−1x (Nk− ri

πij√
h
Nj) (7.17)

with

H =
√
h

(

−R+
Tr(ππ)

h
− π2

(D − 1)h

)

, Hi = −2
√
h Dj

(

πji√
h

)

ri being the outward pointing unit normal to Bt as a sub-manifold of Σt and k the extrinsic

curvature of intersection of Σt with B considered as a sub-manifold of Σt.

Variation with respect to N i and with respect to N give

Hi = 0, H = 0.

These are the constraints and they are equivalent to Gi0 = 0 and G00 = 0 as it easily

checked using Eq.(7.16).
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Variation with respect to πij give

ḣij =
2N√
h
(πij −

π

D − 1
hij) +DiNj +DjNi .

The hard part is
δS

δhij
which are the real dynamical equations of motion and correspond

to combinations of Gij = 0.

π̇ij = −N
√
h(Rij − 1

2
Rhij) + N

2
√
h
hij(Tr(ππ)− 1

D − 1
π2)

− 2N√
h
(πikπ j

k − 1

D − 1
ππij) +

√
h(DiDjN − hijDkDkN)

+
√
hDk(

1√
h
Nkπij)− πkiDkN

j − πkjDkN
i. (7.18)

In performing such a calculation one has to keep in mind that the true canonical variables

are hij and π
ij and thus e.g. πji has to be understood as πjnhni. The variation of

√
h R

is well known from the analogous variation in the Hilbert action through the Palatini

identity

hijδRij = Db(Dcδh
cb − 1

2
Dbδhcc)−

1

2
DbD

bδhcc = DbDcδh
cb −DbD

bδhcc

but when one integrates by parts one has to keep in mind that contrary to what hap-

pens for the Hilbert action, the N which stays in front of H gives rise to the additional

contribution in (7.17). The details of the calculation are given in the Appendix.

7.5 The Poisson algebra of the constraints

It is of interest to compute the Poisson algebra of the constraints. The result is

{Hi(x), Hj(x
′)} = Hi(x

′)∂jδ(x,x
′)−Hj(x)∂

′
iδ(x,x

′)

{Hi(x), H(x′)} = H(x)∂iδ(x,x
′)

{H(x), H(x′)} = H l(x)∂lδ(x,x
′)−H l(x′)∂′lδ(x,x

′)

In smeared form with

H[N, N ] =

∫

(H(x)N(x) +Hi(x)N
i(x))dDx
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we have

{H[N1, 0],H[N2, 0]} = H[[N1,N2], 0] (7.19)

{H[N1, 0],H[0, N ]} = H[0,LN1
N ] (7.20)

{H[0, N ],H[0, N ′]} = H[hij(NDjN
′ −N ′DjN), 0] . (7.21)

It is simpler to work with the smeared form of the P.B. . The derivation of the above

reported algebra is given in the Appendix.

One notices that:

1) Eqs.(7.19,7.20) give a canonical representation of the space diffeomorphisms.

2) The only P.B. which contains explicitly the metric is (7.21).

3) The P.B. algebra of the constraints closes. This implies that as

Ḟ = {F,H}

we have that if the constraints are initially zero they remain conserved equal to zero in

virtue of the equations of motion.
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7.6 Fluids

We consider only very simple fluids. They will be useful to introduce the energy conditions,

which play a very important role in various instances, like the positive energy problem

and the problem of closed time like curves.

1. Dust

T λν = µUλUν ; Uλ = four velocity field, UλU
λ = −1. (7.22)

From Bianchi identities

∇λ(µU
λ)Uν + µUλ∇λU

ν = 0. (7.23)

http://arxiv.org/abs/gr-qc/0209008
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Multiply by Uν

∇λ(µU
λ) = ∇λJ

λ = 0 (7.24)

we obtain the conservation of “charge”

Q =

∫

Σ

√
h d3x nλ(µU

λ) =

∫

Σ

µUλΣλ .

Eq.(7.23) now becomes

µUλ∇λU
ν = 0

i.e. the integral lines of the field Uλ are geodesic curves and the dust follows a geodesic

motion. In this case for the structure (7.22) Einstein equations determine the motion of

the particles of the fluid.

Eq.(7.24) gives

U0∇0µ+ µ∇0U
0 = −∇j(µU

j)

which combined with the three equations

U0∇0U
j = −U i∇iU

j

and recalling that U0 is a function of U j form a system of four differential equation of the

first order in the time derivative which determine the time evolution of µ and U j .

2. Perfect fluid: It is assumed that the energy momentum T λν is constructed out of a

four velocity field Uλ and a set of scalar functions.

One imposes isotropy i.e. that in the rest frame and in an orthonormal system in the

tangent space, T ab is invariant under SO(3) rotations

Λ =

(

1 0

0 R

)

with R ∈ SO(3), i.e.

ΛTΛT = T.

We have

Λ−1 =

(

1 0

0 RT

)

.

Through Schur lemma this imposes T ab to be of the form

T ab =













µ 0 0 0

0 p 0 0

0 0 p 0

0 0 0 p
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where µ is the energy density in the rest frame and p is the pressure. Written in covariant

form using the four velocity we have

T λν = c1 U
λUν + c2 g

λν

i.e.

T λν = (µ+ p)UλUν + gλνp. (7.25)

The dust is given by the equation of state p = 0. Developing ∇λT
λν and multiplying by

Uν we have

0 = ∇λ((µ+ p)Uλ)− Uλ∇λp = (µ+ p)∇λU
λ + Uλ∇λµ. (7.26)

We look for a scalar ρ, density function, such that the current ρUλ is conserved as a

consequence of Eq.(7.26) i.e.

∇λ(ρU
λ) = Uλ∇λρ+ ρ∇λU

λ = α
(

Uλ∇λµ+ (µ+ p)∇λU
λ
)

It is satisfied by

∇λρ = α∇λµ; ρ = α(µ+ p).

Setting ρ = ρ(µ) (isoentropic fluid) we have

ρ′

ρ
=

1

µ+ p
.

where the prime denotes the derivative with respect to µ. From the above we have also

p = p(µ). Thus

ρ(µ) = k exp

∫ µ dx

x+ p(x)

and for such ρ we have

∇ν(ρU
ν) = 0

and
∫

Σ

ρUλΣλ = Q conserved .

From Eq.(7.26) we obtain

U0∇0µ+ (µ+ p)∇0U
0 = −U i∇iµ− (µ+ p)∇iU

i (7.27)

to which we add

(µ+ p)U0∇0U
j + U jU0∇0p = −(µ+ p)Uk∇kU

j − U jUk∇kp−∇jp (7.28)

where U0 is determined by UµgµνU
ν = −1. The set of eqs.(7.27,7.28) form a system of

four differential equations of first order in the time derivative for the four unknown µ and

U j which determine their time development.
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7.7 The energy conditions

1. The weak energy condition (WEC)

It states that for any time like vector vµ and thus also for any light-like vector the following

inequality holds for the energy momentum tensor

vµTµνv
ν ≥ 0.

The meaning is that any observer which isolates as small region of space should associate

to the included matter a positive energy.

2. The dominant energy condition (DEC)

It states that the WEC holds and in addition for any time-like and thus also for any

light-like vector vµ the vector

T µνvν

should be time-like or null. The meaning of such a condition is that any observer which

isolates as small region of space should associate to the included matted a time like or

light like energy momentum vector.

3. The strong energy condition (SEC)

It states that for any time-like and thus also for any light-like vector vµ the following

inequality holds

(Tµν −
1

2
gµνT )v

µvν ≥ 0 .

In four dimensions, in absence of cosmological constant it becomes

vµRµνv
ν ≥ 0 .

Such condition is satisfied for most of the physical fields but does not hold generally.

The energy conditions are distinguishing features of gravity as compared to gauge theories

where there is no a priory restriction on the currents.

The WEC and the DEC are the basic inputs for proving the positivity of the energy of

a gravitational system and for establishing theorems with regard to the absence of closed

time like curves (CTC) or the chronology protection.
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7.8 The cosmological constant

The cosmological constant Λ provides in Einstein equations an “effective energy momen-

tum tensor” with µ+ p = 0 and p = −Λ, whose canonical form is

T ab =
1

k













Λ 0 0 0

0 −Λ 0 0

0 0 −Λ 0

0 0 0 −Λ













Such “effective energy momentum tensor” satisfies (barely) the weak and dominant energy

condition only for Λ > 0. On the other hand as µ + p = 0 the velocity terms disappear

in Eq.(7.25) and thus it can hardly be interpreted as a fluid. Presently the value of Λ is

found positive; of the energy content of the universe 70% is assigned to the cosmological

constant; of the remaining 30%, 4% to ordinary matter out of which only one fourth

directly visible and the remaining 26% to “dark matter” i.e. a form of matter we have

not yet accessed. The present value of the cosmological constant is

(c~)3
c4

8πG
Λ = (3 10−3 eV )4, Λ l2P = 3.9 10−123



Chapter 8

The energy of a gravitational system

8.1 The non abelian charge conservation

There is an analogy between the problem of conservation of the non-abelian charge in

Yang-Mills theory and the problem of definition of energy in gravitation.

We already saw in Section 4.27 that from the YM equations D ∗ F = ∗J it follows

0 = DD ∗ F = D ∗ J = 0, explicitly from

DµF
µν = ∂µF

µν + [Aµ, F
µν ] = Jν

it follows

0 = DνJ
ν = ∂νJ

ν + [Aν , J
ν ].

This is the covariant conservation of the covariant current Jν , which does not imply a

conserved quantity.

It is possible to derive a conservation law as follows: write

∂µF
µν = Jν − [Aµ, F

µν ] ≡ jν .

Then we have ∂νj
ν = 0 from which the conserved charge can be obtained

Q =

∫

Σ

j0d3x.

However jµ is not a covariant quantity in contrast to Jν . We can also write

Q =

∫

Σ

∂µF
µ0d3x =

∫

Σ

∂jF
j0d3x =

∫

∂Σ

ujF
j0d2x

being ∂Σ the boundary of Σ which will be taken to infinity. ui is the outward-pointing

unit normal. As a result if we consider a gauge transformation U arbitrary but constant

at space infinity we have that Q under such gauge transformation, transform covariantly

Q→ U(∞)QU(∞)−1 due to the covariance property of F µν .

We turn now to the energy of a system which interacts gravitationally.
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8.2 The background Bianchi identities

In this chapter we shall work with the second order formalism; this means that the

connection will be the metric compatible torsionless Levi-Civita connection. Later in

Section 8.4 vierbeins will occur and we recall that with the Levi-Civita connection we

have ∇ea = 0 as we discussed in Chapter 4. Starting from Einstein equations

Gµν ≡ Rµν − 1

2
gµνR + Λgµν = κ T µν (8.1)

where κ = 8πGN/c
3 with GN Newton’s constant, we consider a background metric ḡµν

satisfying Einstein’s equations in absence of matter

Ḡµν ≡ R̄µν − 1

2
ḡµνR̄ + Λḡµν = 0 (8.2)

From the contracted Bianchi identities we have for any gµν

∇µ(R
µν − 1

2
gµνR + Λgµν) = 0 (8.3)

Put gµν = ḡµν + εhµν . ε is a formal parameter which at the end will be put equal to 1;

it will be useful to characterize the powers of hµν which intervene in an expression. We

consider both ḡµν and hµν as tensors under diffeomorphisms.

We have e.g.

Γµνρ =
1

2
(ḡµν,ρ + ḡµρ,ν − ḡνρ,µ) +

ε

2
(hµν,ρ + hµρ,ν − hνρ,µ)

and raising the index with gλµ we have

Γλνρ =
1

2
ḡλµ(ḡµν,ρ + ḡµρ,ν − ḡνρ,µ) +O(ε) = Γ̄λνρ +O(ε) . (8.4)

We have

Rµν − 1

2
gµνR + Λgµν = (R̄µν − 1

2
ḡµνR̄ + Λḡµν) + εKµν +O(ε2) = εKµν +O(ε2)

Kµν depends both on ḡµν and hµν and it is a tensor under diffeomorphisms.

Moreover due to (8.4) we have ∇µ = ∇̄µ + O(ε). Then identity (8.3) tells us that the

following identity holds

∇̄µK
µν = 0 (8.5)

which is called the background Bianchi identity [1]. This is an identity which holds for

any hµν .

We notice that Γ̄λνρ and R̄µν are defined in terms of the metric ḡµν in particular we have

R̄µ
ν = ḡµµ

′

R̄µ′ν and R̄µν = ḡµµ
′

R̄µ′ν′ ḡ
ν′ν .
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The we can write Einstein’ equation (8.1) as (ε = 1)

Kµν = κ T µν − Gµν +Kµν ≡ 8πκ(T µν + tµν) = 8πκT µν

where tµν is minus the non linear part in hµν of the l.h.s. of (8.1) divided by 8πκ and

is called the energy momentum tensor of the gravitational field, while T µν is called the

total energy momentum tensor. As a consequence of (8.5) we have

∇̄µT µν = 0 (8.6)

which is the background covariant conservation of the total energy momentum tensor.

It is of interest the case in which the background metric ḡµν possesses Killing vectors,

in different words, when we have isometries i.e. diffeomorphisms φ for which φ∗ḡµν(x) =

ḡµν(x). It means that

φ∗(gµν − ḡµν)(x) = φ∗(gµν)(x)− φ∗(ḡµν)(x) = φ∗(gµν)(x)− ḡµν(x)

and thus the difference between gµν and an invariant (under φ) background, transforms

like a tensor under the group of the isometry transformations of ḡµν . E.g. for ḡµν = ηµν =

diag (−1, 1, 1, 1) we have that

gµν − ηµν

is a tensor under Lorentz transformations.

If ξ̄ν is a Killing vector field of the background we have ∇̄µξ̄ν + ∇̄ν ξ̄µ = 0 and as a

consequence due to (8.6) we have

∇̄µ(T µν ξ̄ν) = 0

i.e. a conserved quantity

Q =

∫

Σ

T µν ξ̄ν
√−ḡ εµαβγ

dxα ∧ dxβ ∧ dxγ
3!

=

∫

Σ

T µν ξ̄ν Σµ

provided T µν ξ̄ν vanishes sufficiently quickly at space infinity as to make the surface inte-

gral at space infinity to vanish and the integral over Σ convergent.

In general there is no problem for T µν which can be assumed to vanish exactly outside

a compact space support; for tµν to vanish sufficiently quickly at space infinity ḡµν must

be a sufficiently accurate background for gµν at space infinity [2]. Given an isometry

transformation φ, connected to the identity we can compute the push-forward φ∗ξ(λ) of a

Killing vector ξ(λ). This will be a linear combination of the Killing vectors of ḡµν which
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form a finite dimensional linear space [3]. Then we shall have for the associated conserved

quantity

Q[φ∗ξ(λ)] =

∫

Σ

T µν φ̄∗ξν(λ) Σµ = ξ(ρ)Aρλ(φ) .

Now we specialize to the case Λ = 0 and the background metric chosen to be the

Minkowski ḡµν = ηµν . Let ξ(λ) be one of the four Killing vector of space-time trans-

lations

ξ(λ) =
∂

∂xλ
.

Then from

∂µ(T µνξ(λ)ν) = 0

provided the matter (not really a problem) and the gravitational energy momentum tensor

vanish sufficiently rapidly at space infinity, we have the four conserved quantities

Pλ ≡
∫

Σ

T µνξ(λ)ν Σµ

where Σ is any space-like surface (e.g. a space-like plane). Let us perform a coordinate

transformation which is an isometry of the background, in our case a Poincaré transfor-

mation x′µ = Λµνx
ν + aµ. The new Killing vectors are given by

ξ′(λ) =
∂

∂x′λ
=
∂xρ

∂x′λ
∂

∂xρ
= ξ(ρ)(Λ−1)ρλ .

Then we have

P ′
λ = Pρ(Λ

−1)ρλ

i.e. the Pλ transform like the covariant components of a four vector. This is the total

energy momentum four vector of the gravitational system.

If Σ is provided by the plane x0 = const, the components of the Killing vector ξ(λ) are

ξν(λ) = δνλ we can also write

Pλ ≡
∫

Σ

T µ
ν ξ

ν(λ) Σµ =

∫

Σ

T 0
λdx

1 dx2 dx3
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8.3 The superpotential

We now work out the superpotential in the case of Minkowski background. We recall that

Einstein’s equations can be written as

−1

4
Rαβ

µνδ
µνρ
αβλ = κ T ρλ .

Then after defining

Γ̂αβν = ηαα
′

Γα′βν

which is linear in hµν we have for the linear part Ĝρ
λ of the Einstein tensor

Ĝρ
λ = −1

4
R̂αβ

µνδ
µνρ
αβλ = ∂µQ̂

µρ
λ = κ T ρ

λ

being the superpotential Q̂µρ
λ defined by

Q̂µρ
λ =

1

2
Γ̂αβ νδ

νµρ
αβλ .

Due to the antisymmetry of Q̂µρ
λ we have ∂ρT ρ

λ = 0 . After defining the two-form

Q̂λ = Q̂σα
λ εσαµν

dxµ ∧ dxν
4

=
1

2
Q̂σα
λ Ŝσα

the conserved Pλ can be written as

κ Pλ = κ

∫

Σ

T ρ
λΣρ =

∫

Σ

∂µQ̂
µρ
λΣρ = −

∫

Σ

dQ̂λ .

In fact

−
∫

Σ

dQ̂λ = −
∫

Σ

∂ρQ̂
σα
λ εσαµν

dxρ ∧ dxµ ∧ dxν
4

=

∫

Σ

∂αQ
ασ
λ Σσ

where we used

1

2!
εσαµν dx

ρ ∧ dxµ ∧ dxν = 1

3!
(δραεσµνκ − δρσεαµνκ)dx

µ ∧ dxν ∧ dxκ . (8.7)

But now Pλ can be computed as a surface integral

κ Pλ = −
∫

Σ

dQ̂λ = −
∫

∂Σ

Q̂λ = −
∫

∂Σ

Q̂σα
λ εσαµν

dxµ ∧ dxν
4

= −1

2

∫

∂Σ

Q̂σα
λ Ŝσα (8.8)

i.e. the energy momentum four vector can be computed in terms of a two dimensional

integral on the 2-sphere at infinity.

Saying that the energy is positive is the same as saying that given any future directed

time like four vector uλ we have

κ uλPλ = −1

2

∫

∂Σ

uλQ̂σα
λ Sσα = −

∫

∂Σ

uλQ̂λ ≤ 0. (8.9)
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It is useful to give Eq.(8.8) a covariant expression. Neither Γαβν nor Γαβ′νg
β′β are linear in

hµν but they are equivalent to Γ̂
α
βν and Γ̂αβν in the integral at infinity as the correction terms

vanish more quickly and thus give a zero contribution [2]. Moreover we can subtract from

Γαβν zero written as Γαβν(vacuum) in the Minkowskian metric gµν = ηµν with the advantage

that

∆Γαβν

is a true tensor under all diffeomorphisms. As asymptotically we have e =
√−g = 1, as

far as the computation of uλPλ is concerned, we can replace in (8.9) the form uλQ̂λ with

the covariant two-form

Q ≡ 1

2
uλ Qσα

λǫσαµν
1

2
dxµ ∧ dxν = 1

2
uλ Qσα

λSσα (8.10)

where ǫαβγδ =
√−g εαβγδ .

Qσα
λ =

1

2
∆Γζβ′νg

β′βδνσαζβλ

and uλ is a time-like future directed vector field, constant at space infinity. Summarizing

the conservation law takes the form

0 =

∫

V

ddQ =

∫

Σ2

dQ−
∫

Σ1

dQ

with

−
∫

Σ

dQ = −
∫

∂Σ

Q = −
∫

∂Σ

uλQσα
λ dSσα = −1

2

∫

∂Σ

uλ ∆Γζβν δ
νσα
ζβλ Sσα = κ uλPλ (8.11)

which is a fully covariant expression.

[1] L.F. Abbott and S. Deser “Stability of gravity with a cosmological constant” Nucl.Phys.

B195 (1982) 76

[2] [WeinbergGC] Chap.7

[3] J. Nester,“ A new gravitational energy expression with a simple positivity proof” Phys.

Lett. 83 A (1981) 241

8.4 The positive energy theorem

In the proof of the theorem we follow [3] giving more calculational details. We start

noticing that given any spinor ψ, uλ = iψ̄γλψ is a time future directed four vector. In

fact u0 = iψ̄γ0ψ = ψ+ψ > 0 in all reference frames.
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We now show that we can replace in (8.11) the integrand

uλQσα
λ = uλ

1

2
∆Γζβνδ

νσα
ζβλ

with [2][3]

Eσα = ǫσαδβ(ψ̄γ5γδ∇βψ −∇βψ̄γ5γδψ) (8.12)

where ψ is a properly chosen spinor.

We recall that γ5 = γ1γ2γ3γ4 = iγ1γ2γ3γ0 and ǫσαδβ = e−1εσαδβ and we notice that (8.12)

is a fully covariant expression.

ψ will be chosen as

ψ = ψc + φ

with ψc a constant spinor such that

iψ̄cγ
λψc = uλ

and

φ = O(
1

r
). (8.13)

Eσα differs from uλQσα
λ by a divergence and by a term

O(
1

r3
).

In fact treating first the ∂β part of ∇β we have

ψ̄M∂βψ = ψ̄M∂βφ = ∂β(ψ̄Mφ)− (∂βφ̄)Mφ

while

−∂βψ̄Mψ = −∂̄βφMψ = −∂β(φ̄Mψ) + φ̄M∂βφ

with (∂βφ̄)Mφ and φ̄M∂βφ both O(1/r3). The divergence term being the boundary of

the boundary zero i.e. ∂∂Σ = ∅ gives zero contribution; in fact
∫

∂Σ

ǫσαδβ∂βY ǫσαµνdx
µ ∧ dxν = −2

∫

∂Σ

δδβµν ∂βY dxµ ∧ dxν = 4

∫

∂Σ

d(Y dxδ) = 0

and the term O(1/r3) integrated on the two dimensional surface at infinity gives also a

vanishing contribution.

Thus we are left with the spin-connection terms. Using [γa, γb]/4 = σab we have

1

2
ǫσαδβ(ψ̄γ5γδσtzψ + ψ̄σtzγ5γδψ)Γ

tz
β =

1

2
ǫσαδβψ̄γ5{γδ, σtz}ψΓtzβ

=
1

2
ǫσαδβ ψ̄γ5{γd, σtz}ψedδezζetτΓτζβ = −1

2
ǫσαδβ iψ̄γλψǫδτζλΓ

τζ
β

=
1

2
δσαβτζλ iψ̄γ

λψΓτζβ =
uλ

2
Γτζβ δβσατζλ = uλQσα

λ . (8.14)
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The great advantage of the obtained expression is that we can compute the two dimen-

sional integral as a three dimensional integral of a divergence. In fact, to prove the

positivity of −uλPλ it is necessary to go back to a three dimensional integral; only in this

way we can have a relation with the energy momentum tensor of matter which can be the

only cause of the positivity of the energy through the energy conditions. Summarizing

the present situation is

8πκ uλPλ = −
∫

∂Σ

EσαSσα = −
∫

∂Σ

Eσαǫσαµν
dxµ ∧ dxν

2

= −1

2

∫

Σ

∂ρ(E
σαǫσαµν) dx

ρ ∧ dxµ ∧ dxν = −1

2

∫

Σ

∇ρE
σαǫσαµν dx

ρ ∧ dxµ ∧ dxν

= −2

∫

Σ

∇αE
σαǫσµνκ

dxµ ∧ dxµ ∧ dxµ
3!

= −2

∫

Σ

∇αE
σαΣσ (8.15)

where in the second line we used the zero torsion of the connection and in the last line

we used (8.7).

We compute now the divergence of Eσα.

Being ∇αǫ
σαδβ = 0 and noticing that due to the absence of torsion

ǫσαδβ∇αe
d
δ = 0

we have

∇αE
σα =

1

2
ǫσαδβψ̄γ5γδ[∇α,∇β]ψ − 1

2
ǫσαδβ [∇α,∇β]ψ̄γ5γδψ+

+2ǫσαδβ∇αψ̄γ5γδ∇βψ

First we examine the curvature terms [∇α,∇β]. Recalling that γ5 = iγ1γ2γ3γ0 we have

1

4
ǫσαδβψ̄{γ5γδ, στζ}ψRτζ

αβ =
1

4
ǫσαδβiψ̄γλψǫλδτζR

τζ
αβ =

1

4
uλRτζ

αβδ
αβσ
τζλ = −8πκuλT σλ = −8πκV σ

with V σ, due to the dominant energy is a non-space like vector with V 0 < 0 (cfr. Section

7.7).

This term substituted in Eq.(8.15)

∫

Σ

∇αE
σαdΣσ

gives

− 8πκ

∫

Σ

V σǫσµνκ
dxµ ∧ dxν ∧ dxκ

3!
≥ 0 . (8.16)

The remainder is

2ǫσαδβ∇αψ̄γ5γδ∇βψ
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which recalling that

γ5γδǫ
σαδβ = −i{γσ, σαβ}

becomes

−2i∇αψ̄(γ
σσαβ + σαβγσ)∇βψ.

We have, using x0 = const on three dimensional spatial integration surface

−2i∇jψ̄{γ0, σjk}∇kψ = −4∇jψ
+σjk∇kψ

= −∇jψ
+(γjγk − γkγj)∇kψ = 2∇jψ

+∇kψη
jk − 2∇jψ

+γjγk∇kψ. (8.17)

There is some freedom in choosing a ψ satisfying the property of becoming a constant

spinor at space infinity with the correction φ behaving as (8.13). One can exploit such a

freedom to go over to the Witten gauge [2],[4]

γk∇kψ = 0.

Then the last term in Eq.(8.17) vanishes and one is left with a positive contribution which

summed to (8.16) gives a total positive result and thus from Eq.(8.15) 8πκuλPλ < 0 which

is the statement of the positive energy theorem.
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Chapter 9

The linearization of gravity

9.1 Introduction

First we want to understand the field theoretical description of particle of spin 2 in

Minkowski space. Given a symmetric tensor of order 2 in four dimensions, it has 10

independent components. The trace hµµ is a scalar field while ∂µh
µ
ν is a vector field. We

want to write down an equation whose solutions satisfy the requirements hµµ = 0 and

∂µh
µ
ν = 0 ; we are then left with 10− 1− 4 = 5 independent components which describe

the 5 possible values −2,−1, 0, 1, 2 of the helicity of a massive spin-2 particle.

We get inspiration from the linearized Einstein equations

Rµν −
gµν
2
R = κ Tµν

with gµν = ηµν + κhµν and expanding in κ

R = dΓ ∈ Λ2
(1,1)

or explicitly

Rα
βµν = (∂µΓν − ∂νΓµ)

α
β = ∂µΓ

α
βν − ∂νΓ

α
βµ.

We immediately have the linearized Bianchi identities

dR = ddΓ = 0

which written explicitly take the form

Rα
β[µν,ρ] = 0.

By double contraction we obtain the linearized contracted Bianchi identities

0 = 2∂ρR
ρ
ν − ∂νR.

135
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The explicit form of Rαβµν is

Rαβµν =
1

2
(hνα,βµ − hβν,αµ − hαµ,βν + hβµ,αν) (9.1)

while

Rβν −
1

2
ηβνR =

1

2
(hαν,αβ − h α

βν, α − hαα,βν + hαβ,αν)−
1

2
ηβν(h

αγ
,αγ − hγ α

γ, α) ≡ Gβν . (9.2)

Under the linearized form of the diffeomorphism

hµν → hµν + ∂µξν + ∂νξµ (9.3)

we have

δΓαβν = ξα,βν

or better

δΓαβ = d(ξα,β) ∈ Λ1

and thus we have

Λ2
0,2 ∋ δRαβ = dd(ξα,β) = 0

i.e. the Riemann tensor is invariant and a fortiori Gβν is invariant.

9.2 The Fierz-Pauli equation

Before discussing the particle content of the equation Gβν = 0 we want to modify it to

include a mass term. We consider the equation

Gβν +
m2

2
(hβν − c ηβνh

α
α) = 0. (9.4)

By taking the divergence and recalling the linearized contracted Bianchi identities we

have for m2 6= 0

hβν,β − c hαα,ν = 0. (9.5)

But also the trace of Eq.(9.4) has to be zero i.e.

−2hβα,βα + 2hβ α
β,α +m2(hββ − 4c hαα) = 0

By taking the divergence of Eq.(9.5) we have

hβν ,
ν

β −c hαα,νν = 0
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Choose then the free parameter c equal to 1. In this way from Eq.(9.4) we obtain

−3m2hαα = 0

i.e. we accomplish the condition hαα = 0. Substituting then in Eq.(7.13) we obtain also

hβν,β = 0.

The above equation can be obtained through variation of the following Lagrangian

L = LG +
m2

4
(hαβh

β
α − hααh

β
β) (9.6)

where

LG =
1

2
(∂λh

λ
ν∂

νhµµ − ∂λh
λ
ν∂µh

µν) +
1

4
(∂λhµν∂

λhµν − ∂λh
µ
µ∂

λhνν) .

In order to understand the mass, substitute in Eq.(9.4) hαα = 0 and hαβ,α = 0 and thus

−1

2
h α
βν, α +

m2

2
hβν = 0

i.e. the mass-shell is given by

k2 +m2 = 0

after setting hµν = εµνe
ik·x with εµν = ενµ, ε

µ
µ = 0 and kµεµν = 0, for k2 +m2 = 0. The

propagator can be extracted from the Lagrangian (9.6) and is given by

Gm
µναβ =

1

k2 +m2
[ηµαηνβ + ηµβηνα − ηµνηαβ

+ ηµα
kνkβ
m2

+ ηνβ
kµkα
m2

+ ηµβ
kνkα
m2

+ ηνα
kµkβ
m2

+
4

3
(
1

2
ηµν −

kµkν
m2

)(
1

2
ηαβ −

kαkβ
m2

)] . (9.7)

Notice that on the mass-shell we have the following relation for the residues ResGµ
µαβ = 0,

Res kµGµναβ = 0.

As k is time-like we can choose a frame where k0 = m, kj = 0. Then due to kµεµν = 0

we have ε0ν = εµ0 = 0 and εij is a three dimensional symmetric traceless tensor and as

such describes a massive particle of spin 2.

9.3 The massless case

Due to the invariance of the linearized Riemann tensor under the gauge transformation

hµν → h′µν = hµν + ξµ,ν + ξν,µ we have that

Gµν(ξα,β + ξβ,α) ≡ 0
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which means that the equation

Gµν(hαβ) = κtµν (9.8)

is not invertible.

On the other hand due to the linearized Bianchi identities we have that the source tµν is

subject to the restriction

tµν,µ = 0 .

Let us consider a solution of

Gµν(hαβ) = 0

and perform on a gauge transformation such that h′αα = 0. This is always possible because

set n = hαα, the equation

2ξα,α + n = 0

is solved by

ξµ = −1

2
∂µ

1

∂2
n.

Substituting now into Eq.(9.2) we have

h′αν,βα − h′ α
βν, α + h′αβ,αν − ηβνh

′αγ
,αγ = 0 .

Taking the trace we have

h′βα,βα= 0 (9.9)

We look now for a further gauge transformation such that h′′αβ,α = 0 i.e. defined Nβ =

h′αβ,α we need to solve

0 = Nβ + ∂2ξβ + ξα,αβ .

Notice that as a consequence of Eq.(9.9) Nα
,α = 0. Then a solution of the above equation

is given by

ξν = − 1

∂2
Nν

and still we have h′′αα = 0. The equation Gβν = 0 now becomes

h′′
α

βν,α = 0

and thus after setting hµν = εµν(k)e
ik·x the mass shell is given by k2 = 0. We can go

over to the Lorentz frame such that kµ = (κ, 0, 0, κ). Imposition of kµεµν = 0 give now

ε00 = −ε03 = −ε33 = c0 and we have ε0j = −ε3j = cj . We are still free to perform a gauge

transformation with ξµ,µ = 0 i.e. kµξµ(k) = 0, because this does not alter εµµ = 0 and

kµεµν = 0. In fact

kµ(kµξν(k) + kµξν(k)) = k2ξν(k) + kνk
µξµ(k)) = 0.
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Thus we perform the gauge transformation with ξ0(k) = ξ3(k) = c0/2κ and ξj(k) = cj/κ

and find that all elements of εµν are zero except for εmn with m and n equal to 1 or

2. Keeping in mind that ε11 = −ε22 we see that the quantum states are in one to one

correspondence with the complex field. Two independent base vectors are given by

ε+ =

(

1 i

i −1

)

and ε− =

(

1 −i
−i −1

)

which under rotation around the 3 axis

R =

(

cos θ − sin θ

sin θ cos θ

)

transform like

R ε+R
T = e−2iθε+ R ε−R

T = e2iθε−

and thus represent the two states of helicity 2 and −2.

We come now to the propagator in the massless case. We already saw that Gµν(hαβ) is

invariant under the gauge transformation (9.3) i.e. Gµν(ξα,β + ξβ,α) = 0 for any ξα. This

means that the equation

Gµν(hαβ) = κ tµν (9.10)

which can have solutions only for tµν,µ = 0, has no unique solution i.e. there is no inverse

of the operator Gµν . We want to examine if by restricting the hαβ such inverse exists.

Given hαβ we look for a gauge transformation ξα such that h′αβ,α = 0. Define hαβ,α = Nβ

and solve

∂2ξβ + ∂βξ
α
,α = −Nβ

This is solved by

ξν =
1

∂2
(−Nν +

1

2 ∂2
∂νN

α
,α)

which shows that the considered gauge fixing is attainable and complete. Eq.(9.8) now

becomes in Fourier transform

1

2
k2εβν(k) +

1

2
kβkνε

α
α(k)−

1

2
ηβνk

2εαα(k) = tβν(k)

which has the unique solution

εβν(k) =
1

k2
(2ηβαηνγ +

kβkν
k2

ηαγ − ηνβηαγ)t
αγ .

It is simpler, but equivalent, to use the harmonic gauge fixing

hαβ,α −
1

2
hαα,β = 0
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which is also attainable and complete and given by

ξα = − 1

∂2
Nα

with

Nα = hβα,β −
1

2
hββ,α .

Then Eq.(9.8) becomes

1

2
k2εβν(k)−

k2

4
εαα(k)ηβν = κ tβν(k)

which has the unique solution

εβν(k) =
1

k2
(ηβαηνγ + ηναηβγ − ηβνηαγ) κ t

αγ(k).

i.e. the propagator in the harmonic gauge is

Gµναβ =
1

k2
(ηµαηνβ + ηναηµβ − ηµνηαβ) . (9.11)

A general gauge fixing can be obtained as follows [1]. Construct 4 (linear) functions

Cµ of hµν and its derivatives which are not invariant under the gauge transformations

δhµν = ∂µξν + ∂νξµ i.e.

δCµ =Mµνξ
ν 6= 0 for ξν 6= 0 .

This implies the invertibility of Mµν . Add now 1
2
CµCµ to the Lagrangian L appearing in

the original invariant action. Consider a solution of the Euler-Lagrange equation derived

from
∫

(L+
1

2
CµCµ)d

4x (9.12)

i.e. from

δS +

∫

CµδCµd
4x = 0 .

On such solution the action (9.12) is stationary, in particular stationary under a gauge

transformation of hµν i.e. we must have
∫

CµMµνξ
νd4x = 0 for any ξν .

Thus due to the invertibility of Mµν on such solutions we have Cµ = 0. Thus we have

achieved two goals: 1) The solution of the equations of motion derived from (9.12) are

stationary point of the original action S. 2) Such solution satisfy Cµ = 0.

References

[1] G. ’t Hooft, “Quantum gravity: A fundamental problem and some radical ideas”

Cargese Summer School 1979, 323



9.4. THE VDVZ DISCONTINUITY 141

9.4 The VDVZ discontinuity

We want now to compute the one graviton exchange between two massive sources in the

static limit, i.e. when the space momenta of the two bodies go to zero. The two sources

will be described by the energy momentum tensor T µνj = mjU
µ
j U

ν
j j = 1, 2 in the limit

Uj → (1, 0, 0, 0). If we denote by gm the coupling constant in the massive case we have,

from Eq.(9.7) for the exchange of a massive graviton for small momentum transfer

g2m m1m2G
m
0000(k) =

g2m m1m2

k2 +m2
(1 +

1

3
) .

To fit Newton’s law 1/m must be much larger than the radius of the solar system and

GN = 4g2m/3, being GN Newton’s constant.

From the exchange of a massless graviton we have, from Eq.(9.11) denoting by g the new

coupling constant

g2 m1m2G0000(k) =
g2 m1m2

k2

and to have agreement we need

GN =
4g2m
3

= g2

We examine next the deflection of light by m1. The light ray is described by the energy

momentum tensor T µν = EUµUν with Uµ = (1, 0, 0, 1), and as expected from electromag-

netism we have T µµ = 0. In the massive case we have

2
g2mm1E

k2 +m2

while in the massless case

2
g2m1E

k2

Thus also in the limit m→ 0 the effect of the exchange of a massive graviton is 3/4 of the

one due to the exchange of a massless graviton. This is the van Dam-Veltman-Zacharov

discontinuity. Experiments on light deflection agree with the exchange of a massless

graviton, i.e. with general relativity. A less simple computation gives for the exchange of

a massive graviton an advance of the perihelion of Mercury which is 2/3 of the value for

the exchange of a zero mass graviton i.e. 2/3 of the value predicted by general relativity.
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9.5 Classical general relativity from field theory

in Lorentz space

We outline here an argument which has developed over a number of years which asserts

that the quantum field theory in Minkowski space, of a massless spin 2 particle contains,

as low energy limit, classical general relativity.

Initially such argument was developed in the second order formalism. A notable simpli-

fication of the argument has been achieved by using the first order (Palatini) formalism.

The idea is that all classical forces are mediated at the quantum level by the exchange of

a particle of proper mass and proper spin. First we review why one chooses a massless

spin 2 particle.

The simplest choice is the exchange of a spin 0 particle. The simplest coupling of such a

scalar field φ with “mass”, i.e. with the energy momentum tensor is through the trace of

such a tensor, i.e. κφT µµ . However such coupling, being the trace of the energy momentum

tensor of the Maxwell field zero, would decouple electromagnetism from gravity and thus

we would not observe deflection of light. One can investigate other relativistically invariant

couplings in which light is coupled to a spin zero gravity, with the result that the deflection

of light by the sun depends both on the photon momentum and photon polarization [5];

both effects are not observed.

The exchange of spin 1 particle gives rise to repulsion of equal “charge” particle, i.e. if

two particles are attracted by the same source they repel each other.

Fermionic fields lack a classical limit. Thus the next simplest choice is a spin 2 field

and as gravity is classically compatible with infinite range the choice falls on a massless

particle. Moreover we saw in the previous section that if the particle is of spin 2 in order

not to conflict with experiment the mass has to be exactly zero. We already know how

to describe it via the massless Fierz-Pauli equation.

We recall that the Lagrangian is given by

LG = −1

4
[2 ∂µh

µ
ν∂νh

α
α − 2 ∂αh

α
ν∂βh

βν + ∂µhαβ∂
µhαβ − ∂µh

α
α∂

µhββ] .

We need a Lagrangian because to develop a quantum theory an action is needed either

directly in the path integral approach, or indirectly to build up the hamiltonian formalism.

The purpose now is to build a Lorentz invariant, interacting, consistent field theory of a

massless spin 2 particle.

As gravity is coupled to mass the simplest model is described by the Lagrangian

LG + κhµνTMµν + LM (9.13)
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where LM is the free Lagrangian the matter field and TM is the matter energy momentum

tensor derived from LM . We have at this stage a Lorentz invariant model whose equation

of motion for hµν are obtained by varying hµν

Ĝµν = κ TMµν

being Ĝµν the linearized Einstein tensor. Such equation however is untenable because

due to the linearized Bianchi identities we have identically ∂µĜ
µ
ν = 0 and thus ∂µT

Mµ
ν =

0. Thus the matter energy momentum tensor is locally conserved, but in presence of

gravitational interaction this cannot be true: the energy momentum four vector of a

planet is not constant as the interaction provides an exchange of energy and momentum

between the matter field and the gravitational field. Adding to TMµν the energy momentum

tensor of the free gravitational field is still not sufficient because also the interaction term

contributes to the generation of the total conserved energy momentum tensor of the

theory. Thus the modification of (9.13) must be of the form

L = LG + κhµνT
M
µν + LM + κL1(κ, hµν , φ)

where L1 must perform the following miracle: the variation of the action w.r.t. hµν must

give the equation

Ĝµν = κ tTµν

where tTµν now is the total, conserved, energy momentum tensor derived from L. Such

problem is not of easy solution.

Once we have realized that a non linear interaction term of the gravitational field with

itself is necessary, we see that the problem subsists even in absence of matter. Thus from

now on we shall forget about the matter field and the problem now is

L = LG(hµν) + κLI(κ, hµν)

and we need
δLI(hµν)

δhµν
= T µν [LG + κLI ]

One can attack the problem by expanding in powers of κ.

L = LG(hµν) + κL
(1)
I (hµν) + κ2L

(2)
I (hµν) + . . .

and imposing
∑

n

κn
δL

(n)
I (h)

δhµν
= κT µν [LG(h) +

∑

n

κnL
(n)
I (h)]
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δL
(1)
I

δhµν
= T µν [LG]

δL
(n)
I

δhµν
= T µν [L

(n−1)
I ] .

We are working in the second order formulation and such a program has been carried

through by Gupta [1] and by Thirring [3].

In general given the Lagrangian

LG + κLI

where LG is quadratic and LI at least cubic if

Ĝµν =
δLG
δhµν

satisfies the identity (linearized Bianchi identity)

∂µĜ
µν = 0

and we have a problem of consistency [6]. In fact given the exact equations

Ĝµν(h) + κGµν
I (h) = 0

let us expand the solution in power series of κ

h = h0 + κh1 + κ2h2 + . . .

We have

Ĝµν(h0) = 0 (9.14)

Ĝµν(h1) +Gµν
I (h0) = 0

................

Ĝµν(hn−1) +Hµν
n−1(h0, h1, . . . hn−2) = 0 (9.15)

Ĝµν(hn) +Hµν
n (h0, h1, . . . hn−1) = 0

...............

From the linearized Bianchi identity we have that h0, in addition to (9.14) must satisfy

the restriction

∂µG
µν
I (h0) = 0

and similarly h0, h1, . . . hn−1 in addition (9.15) have to satisfy the further restrictions

∂µH
µν
n (h0, h1, . . . hn−1) = 0
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which may well be inconsistent unless LI is very special. This is what happens in gravity

and in Yang-Mills theory.

Instead of following this path, we shall employ here the first order approach following

Deser [4] and Deser and Boulware [5]; the great advantage is that due to the implicit

definition of the connections a single iteration will be sufficient to solve the problem.

We start with some technical remarks about the variational derivation of Einstein equa-

tions. Usually one obtains them by varying the action

1

2κ

∫ √−g gµνRµνd
nx+

∫

LMd
nx

w.r.t. gµν . One could as well vary w.r.t. gµν but we can vary also w.r.t. ḡµν ≡ √−g gµν .
The variation of the first term gives simply Rµν while we notice that

δLM
δgµν

=
δLM
δḡµν

√−g − 1

2

√−g δLM
δḡρσ

gρσgµν

from which defining
√−gτµν ≡ 2

δLM
δḡµν

we have

Tµν = τµν −
1

2
gµντ

or

τµν = Tµν −
1

n− 2
gµνT (9.16)

Thus we obtain Einstein equations in the form

Rµν = κ τµν = κ (Tµν −
1

n− 2
gµνT ) .

We give now the first order formulation of the free gravitational field.

LG = h̄µν(Γαµν,α − Γαµα,ν) + ηµν(ΓαβαΓ
β
µν − ΓαβνΓ

β
µα) . (9.17)

Here the fundamental independent fields are the Lorentz tensors h̄µν and the connection

Γαµν symmetric in the lower indices and indices are raised by ηµν . Notice that changing in

Eq.(9.17) h̄µν into ηµν+ h̄µν changes that Lagrangian by a irrelevant divergence. Variation

w.r.t. h̄µν gives

Γαµν,α −
1

2
Γααµ,ν −

1

2
Γααν,µ = 0. (9.18)

Notice the necessary symmetrization as starting from the first order formalism we do not

know a priori that the Ricci tensor is symmetric. Variation w.r.t. Γαµν gives

− ηρνΓµρα − ηρµΓνρα = h̄µν ,α−ηµν
h̄ββ,α

n− 2
(9.19)
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from which the Γ’s can be computed and using (9.19) we obtain from (9.18), in four

dimensions

2RL
µν ≡ ⊔⊓h̄µν − h̄αµ, να − h̄αµ, να −

1

2
ηµν⊔⊓h̄αα = 0 . (9.20)

These are not the equations which can be obtained contracting the linearized Riemann

tensor (9.1) which would give

2RL
µν = −⊔⊓hµν − hαα,µν +h

α
µ, να + hαν , µα . (9.21)

However setting

h̄µν = −(hµν −
1

2
ηµνh

α
α)

Eq.(9.20) becomes Eq.(9.21). This is not surprising as the Lagrangian (9.17) is just the

quadratic part of the Palatini Lagrangian.

We want now to perform the first step i.e. adding to the Lagrangian (9.17) the term

h̄µντµν where τµν is the combination (9.16) of energy momentum tensor derived from the

free Lagrangian (9.17).

We know the general rule how to compute the energy momentum tensor, even if histori-

cally such a procedure came after general relativity, but it is logically independent of it.

The procedure is to render the Lagrangian invariant under diffeomorphisms by properly

introducing a metric fµν = ηµν + ψµν whose covariant metric density f̄µν =
√−ffµν will

be written as f̄µν = ηµν + ψ̄µν , and changing derivatives into covariant derivatives. Then

one has to take the functional derivative w.r.t. ψ̄µν and then go back to flat space.

The first replacement in (9.17) is ηµν → ηµν + ψ̄µν . The functional derivative w.r.t. ψ̄µν

gives as contribution to τµν

ΓαµνΓ
β
αβ − ΓαβµΓ

β
αν .

The derivative of the tensors Γαµν have to be replaced by the covariant derivatives; calling

Cα
βµ the metric torsionless connections generated by fµν we have e.g.

Γαµν , β → Γαµν , β + Cα
γβΓ

γ
µν − Cγ

µβΓ
α
γν − Cγ

νβΓ
α
µγ .

However as at the end we must go over to the flat limit the result is the same as using

for C the linearized expression i.e.

Cα
βµ =

1

2
ηαγ [ψβγ , µ + ψγµ, β − ψβµ, γ] .

As a result the related contributions to τµν are of divergence type i.e. ∂αH
α
µν . On flat

space the energy momentum tensor is defined up to divergences and we shall drop the

last contribution. For a detailed discussion see [4]. Then the action becomes

LG = (ηµν + h̄µν)(Γαµν,α − Γαµα,ν) + (ηµν + h̄µν)(ΓααβΓ
β
µν − ΓβµαΓ

α
νβ)
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which is exactly the Palatini Lagrangian; the theory has acquired full invariance under

diffeomorphisms. The reason why in the first order formalism one step is sufficient while

in the second order formalism and infinite sequence of iterations are necessary, is that

in the first order formalism the connection is implicitly defined by the action and thus a

single change in the action corresponds to an infinite number of changes in the expression

of Γ in terms of the metric.

References

[1] S.N. Gupta,‘ Quantization of Einstein’s gravitational field: general treatment”, Proc.

Phys. Soc. (London) A65 161 (1952) 608; “Quantum Field Theory in Terms of Ordered

Products”, Rev. Mod. Phys. 29 (1957) 334

[2] E. Corinaldesi, “Quantum field theory and the two-body problem”, Nuovo Cim. 1

(1955) 1289; ‘The Two-body Problem in the Theory of the Quantized Gravitational Field”,

Proc. Phys. Soc. (London) A69 (1956) 189

[3] W. Thirring, Fortschritte der Physik,“Lorentz-invariante Gravitationstheorien”, 7 (1959)

79; Ann. Phys. (N.Y.),“An alternative approach to the theory of gravitation”, 16 (1961)

96

[4] S. Deser,“Selfinteraction and gauge invariance”, J. Gen. Rel. Grav. 1(1970) 9

[5] S. Deser, D. G. Boulware,“ Classical General Relativity Derived from Quantum Grav-

ity” Ann. Phys. (N.Y.) 89 (1975) 193

[6] R.M. Wald,“Spin-2 Fields and General Covariance”, Phys. Rev. D 33 (1986) 3613



148 CHAPTER 9. THE LINEARIZATION OF GRAVITY



Chapter 10

Quantization in external

gravitational fields

10.1 Introduction

The quantization of fields in external gravitational field is a well defined procedure when

the gravitational field possesses a time like Killing vector field.

More generally the presence of a Killing vector field allows to derive from the equation

∇µT
µν = 0 a true conservation law

∇µ(T
µνξν) = 0

i.e. the quantity

E =

∫

Σ

dDx
√
γ nµT

µνξν

provided the fields decrease sufficiently fast at space infinity, is conserved. nµ is the (future

directed) normal to the space-like surface Σ and γ the determinant of the metric induced

on Σ. In an ADM coordinate system

E = −
∫

Σ

dDx
√
h N T 0νξν .

We shall consider first the special situation in which there exists a time like Killing vector

field which is surface orthogonal. We recall the Frobenius criterion for surface orthogo-

nality of a vector field: Defined ξ = ξµdx
µ necessary and sufficient condition for being ξµ

(locally) surface orthogonal is

dξ = ξ ∧ θ

being θ a one form.

149
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Starting from a surface Σ0 orthogonal to the time like Killing vector field ξ and which

intersects all the integral lines of the Killing vector field, one can construct a foliation

of space time in terms of space like surfaces, orthogonal to the Killing vector field. One

produces the foliation by applying the group of diffeomorphisms φt, generated by ξµ, to

Σ0, symbolically Σt = φtΣ0. By φt all vectors tangent to Σ0 are pushed forward to vectors

tangent to Σt and we have for v belonging the tangent space of Σ0

ξµ(0, x)gµν(0, x)v
ν(0, x) = 0 .

By definition of φt, ξ(0, x) is pushed forward to ξ(t, x), and being φt an isometry we have

ξµ(t, x)gµν(t, x)v
ν(t, x) = ξµ(0, x)gµν(0, x)v

ν(0, x) = 0 .

Moreover we can choose as time-flow vector just ξµ. In fact by definition of tangent vector

we have

ξµ∇µt = 1 .

The conserved quantity is

E =

∫

Σ

dDx
√
γ nµT

µνξν

which in the ADM coordinate system becomes

E = −
∫

Σ

dDx
√
h N T 0

0

being there the time-flow vector tµ = ξµ = (1, 0, 0, 0) (cfr. Section 7.1) and the last one

can also be rewritten as

E =

∫

Σ

dDx

√
h

N
T00 .

In the ADM coordinate system the orthogonality of ξ to Σt gives ξ
µgµj = g0j = Nj = 0

and thus also g0j = 0. Moreover being ξµ = tµ a Killing vector the gµν is independent of

time.

We shall refer to an hermitean scalar field. The K.G. equation becomes

g00∂0∂0φ+
1√−g∂l

√−ggln∂nφ−m2φ = 0

or

−∂0∂0φ = Kφ

with

K =
1

(−g00)

[

− 1√−g∂l
√−ggln∂n +m2

]

.
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K is hermitean and positive in the measure

(−g00)√−g dDx. (10.1)

In fact
∫

φ∗
2Kφ1(−g00)

√−g dDx =

∫ √−g (∂lφ
∗
2 g

lk ∂kφ1 +m2φ∗
2φ1) d

Dx.

According to Friedrich’s theorem there is always a self adjoint extension with the same

lower bound. For a self-adjoint extension of K the set φn(x, ω)

ω2φn(ω,x) = Kφn(ω,x)

where the index n takes into account degeneracy, is complete. Being K real we can choose

a real orthonormal basis of φn(ω,x). From the action

S =

∫

dt

∫

dDx(−g00)√−g1
2

(

φ̇2 − 1

(−g00)(g
ij∂iφ∂jφ+m2φ2)

)

=

=

∫

dt

∫

dxDL =

∫

dt L

we have

π =
δL
δφ̇

=
∂L

∂φ̇
= (−g00)√−g φ̇

and we can compute the hamiltonian

H =

∫

dDx(πφ̇ − L) =

∫

dDx
1

2

(

π2

(−g00)√−g +
√−g(gkl∂kφ∂lφ+m2φ2)

)

which agrees with

E =

∫

Σ

dDx

√
h

N
T00

derived in Section 5.8 from a different procedure, i.e.
√−g Tµν as twice the variational

derivative of the action with respect to gµν . We could proceed to quantization by imposing

the equal time commutation relations

[φ(x, t), π(y, t)] = iδ(x− y).

It is simpler to compute the Lagrangian (action) using the mode expansion

φ(x, t) =
∑

n

∫

dω qn(ω, t) φn(x, ω)

with the orthonormality relation
∫

(−g00)√−g dDx φm(x, ω)φn(x, ω′)dx = δmn δ(ω − ω′)
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(real field) reaching for the Lagrangian

L =
∑

n

∫

dω
1

2
[q̇2n(ω, t)− ω2q2n(ω, t)].

We can compute the conjugate momenta pn(ω, t) = q̇n(ω, t) and the hamiltonian

∑

n

∫

dω
1

2
[p2n(ω, t) + ω2q2n(ω, t)]

and thus we have an infinity of harmonic oscillators. Canonical quantization is obtained

by imposing

[qm(ω, t), pn(ω
′, t)] = iδmn δ(ω − ω′).

Setting

an(ω, t) =
pn − iωqn√

2ω

a+n (ω, t) =
pn + iωqn√

2ω

one has the commutation relations

[am(ω, t), a
+
n (ω

′, t)] = δmn δ(ω − ω′)

and

H =
∑

n

∫

dω ω
1

2
[a+n (ω, t)an(ω, t) + an(ω, t)a

+
n (ω, t)]

or

H =
∑

n

∫

dω ω [a+n (ω, t)an(ω, t) +
1

2
δ(0)]

which gives to a+a the particle number interpretation and to ω the meaning of energy of

the quantum. The infinity is discarded through normal ordering. The field now can be

written

φ =
∑

n

∫

(fn(ω,x)an(ω, t) + f̄n(ω,x)a
+
n (ω, t))dω

with

fn(ω,x) =
i√
2ω
φn(ω,x).

The equation of motion Ḟ =
1

i
[F,H ] gives

ȧ+n (ω, t) = iωa+n (ω, t)

and thus

a+(ω, t) = eiωta+(ω, 0).
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10.2 The scalar product of two solutions

A different path to introduce the measure (10.1) is the following. Consider two solutions

φ and f of the K.G. equation

1√−g∂µ(
√−ggµν∂νφ)−m2φ = 0.

We have

0 = f̄
1√−g∂µ(

√−ggµν∂νφ)−m2f̄φ− φ
1√−g∂µ(

√−ggµν∂ν f̄) +m2f̄φ =

=
1√−g∂µ(

√−g(f̄gµν∂νφ− φgµν∂ν f̄)) (10.2)

By integrating the r.h.s. of Eq.(10.2) on the volume V bounded by two space like surfaces

Σ2 and Σ1 and a mantle at space infinity we have the result

0 =

∫

V

∂µ(
√−g(f̄ gµν∂νφ− φgµν∂ν f̄)d

nx = (10.3)

=

∫

Σ2

(f̄gµν∂νφ− φgµν∂ν f̄)Σµ −
∫

Σ1

(f̄ gµν∂νφ− φgµν∂ν f̄)Σµ

with

Σµ =
1

(n− 1)!
ǫµσ1...σn−1

dxσ1 ∧ . . . dxσn−1

thus defining an invariant scalar product (not positive definite). This holds also for a time

dependent gµν . In the case in which the metric is stationary gµν(x) and static g0i(x) = 0

choosing the space section x0 ≡ t = const, for solutions of the form φ(x) = eiωtϕ(x) and

f(x) = eiω
′tfs(x) we have defining

(f, φ) = i

∫

Σ

(f̄gµν∂νφ− φgµν∂ν f̄)Σµ (10.4)

(f, φ) = ei(ω−ω
′)t(ω + ω′)

∫

(−g00)√−gf̄s(x)ϕ(x)dn−1x (10.5)

which due to the constancy in time makes (f, φ) to vanish for ω 6= ω′. For ω = ω′ we have

(f, φ) = 2ω

∫

(−g00)√−gf̄s(x)ϕ(x)dn−1x (10.6)

obtaining the positive definite invariant conserved scalar product, on the positive fre-

quency solutions, which differs from the one induced by the measure (10.1) by the multi-

plicative factor 2ω. Notice that for φ(x) = eiωtϕ(x) and f(x) = e−iω
′tfs(x) ω > 0, ω′ > 0

(f, φ) is always zero.
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10.3 The scalar product for the general stationary

metric

The application of Eq.(10.3) to periodic solutions with positive frequencies in the station-

ary but non static case leads to the scalar product

i

∫

Σ2

√−g(2ωiφ∗g00φ+ φ∗g0k∇kφ− φg0k∇kφ
∗))dxn−1

which is not positive definite. Here below we treat the general stationary non static case

[1].

First we prove that −g00 > 0 and gkl > 0. The time flow vector ∂
∂t

i.e. tµ = (1, 0, 0, 0) is

always assumed to be time like, i.e. in the ADM metric N2 − N jNj > 0 which implies

N2 > 0 and thus −g00 = 1
N2 > 0.

We have

gij = hij − N iN j

N2
.

Then by Schwarz inequality we have

vig
ijvj = vih

ijvj−
(viN

i)(N jvj)

N2
≥ vih

ijvj−
(vih

ijvj)(Nih
ijNj)

N2
= vih

ijvj−
(vih

ijvj)(N
iNi)

N2
≥ 0 .

Let us consider the “action” functional of two fields φ1 and φ2 (not necessarily an her-

mitean action)

S = −
∫ √−gdnx(gµν∂µφ∗

2∂νφ1 +m2φ∗
2φ1) .

Variation w.r.t. φ∗
2 and φ1 give the two equations

1√−g∂µ(
√−g gµν∂νφ1)−m2φ1 = 0

1√−g∂µ(
√−g gµν∂νφ∗

2)−m2φ∗
2 = 0 .

From the variation of S w.r.t. gµν we obtain a symmetric Tµν which on the equations of

motion is covariantly conserved

∇µT
µν = 0 .
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If ξµ is a Killing vector we have the conserved current Tµ
νξ

ν

∇µ(T
µ
νξ

ν) = 0 .

If ξµ is time-like we choose it as time flow vector tµ = ξµ. Then we have the conserved

quantity

E =

∫ √−g T0
0 d

n−1x =

∫ √−g g0β Tβ0 d
n−1x = const

where explicitly

T0
0 = −g00∂0φ∗

2∂0φ1 + gkl∂kφ
∗
2∂lφ1 +m2φ∗

2φ1

i.e. the conserved quantity is

∫

dn−1x(−g00)√−g[∂0φ∗
2∂0φ1 + φ∗

2Kφ1] = (∂0φ2, ∂0φ1) + (φ2, Kφ1) ≡ 〈φ2, φ1〉 (10.7)

where K is given again by

K = − 1

(−g00)√−g∂m
√−ggml∂l +

m2

(−g00) .

Eq.(10.7) defines a positive definite scalar product on the solutions of the KG equation.

For a direct derivation of the above equation from the equation of motion, without any

appeal to the variational procedure, notice that the equation

g00∂20φ = − 1√−g∂m
√−ggml∂lφ− 1√−g∂0

√−gg0l∂lφ− 1√−g∂m
√−ggm0∂0φ+m2φ

taking into account the time independence of gµν can be written as

− ∂20φ = Kφ+ A∂0φ . (10.8)

K is hermitean and positive definite in the metric (−g00)√−gdn−1x =
√
h
N
dn−1x and

A = − 1

(−g00)√−g
(√−gg0m∂m + ∂m

√−ggm0
)

is anti-hermitean, again in the metric (−g00)√−g dn−1x. Multiplying the equation (10.8)

for φ1 by ∂0φ
∗
2, performing the same by exchanging 1 with 2 and adding we obtain

−∂0(∂0φ∗
2∂0φ1) = ∂0φ

∗
2Kφ1 + ∂0φ1Kφ

∗
2 + ∂0φ

∗
2A∂0φ1 + ∂0φ1A∂0φ

∗
2 .

Integrating in (−g00√−g) dn−1x we obtain

−∂0(∂0φ2, ∂0φ1) = ∂0(φ2, Kφ1)
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i.e.

〈φ2, φ1〉 = (∂0φ2, ∂0φ1) + (φ2, Kφ1)

is a conserved positive definite scalar product on the solutions of the KG equation. This

coincides with (10.7) i.e. the Ashtekar and Magnon scalar product [1].

For periodic solutions φ = ϕeiωt the above becomes

〈φ2, φ1〉 = ei(ω1−ω2)t(ω2ω1(ϕ2, ϕ1) + (ϕ2, Kϕ1))

implying for ω1 6= ω2

ω2ω1(ϕ2, ϕ1) + (ϕ2, Kϕ1) = 0

i.e. for ω1 6= ω2 we have orthogonality in the positive definite scalar product

ω2ω1(ϕ2, ϕ1) + (ϕ2, Kϕ1) .

Notice that for positive frequency solutions φ = ϕeiωt we have

ω2ϕ = Kϕ+ ωiAϕ . (10.9)

For the negative frequency solution φ = ϕ1e
−iωt we have

ω2ϕ1 = Kϕ1 − ωiAϕ1 (10.10)

satisfied by ϕ1 = ϕ̄. One should prove completeness for the solutions of Eq.(10.9) [2].

For φ2 = φ1 = φ we have the energy

E =

∫

dn−1x(−g00√−g)(∂0φ∗∂0φ+ φ∗Kφ)

so that with normalization 1 for 〈, 〉 for the modes φn we obtain with the decomposition

φ =
∑

ωn>0

cnϕne
−iωnt + c+n ϕ̄ne

iωnt

E =
∑

ωn>0

(c+n cn + cnc
+
n )

i.e.

cn = an

√

ωn
2

, c+n = a+
n

√

ωn
2

with a+
n an the occupation number operator.

The scalar product 〈, 〉 obviously applies also to the static case giving rise to the normal-

ization for φ = eiωtϕ

〈φ, φ〉 = ω2(ϕ, ϕ) + (ϕ,Kϕ) = 2ω2(ϕ, ϕ) .
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10.4 Schwarzschild solution and its maximal exten-

sion

Imposing a surface orthogonal time-like Killing vector field and SO(3) symmetry of the

space sections one reaches the form

ds2 = −eνc2dt2 + eλdr2 + r2(dθ2 + sin2 θdφ2)

from which

Grr =
1− eλ + rν ′

r2
; Gtt =

e−λ+ν

r2
(−1 + eλ + rλ′).

Grr = Gtt = 0 give

ν ′ + λ′ = 0; rλ′ = 1− eλ.

The second solved gives

eλ =
1

1 + 1
kr

while the first gives

eν = αe−λ = α(1 +
1

kr
).

Normalizing time so as to have asymptotically Minkowski metric and comparing with the

already derived

g00 = −1− 2φ

c2

for weak fields, one has
1

k
= −2GM

c2
.

Then

ds2 = −(1− 2MG

c2r
)c2dt2 +

1

1− 2MG
c2r

dr2 + r2dΩ2.

The length rs =
2GM
c2

is the Schwarzschild radius. For the sun rs = 3 km. We recall that

precession of Mercury is 43′′ per century and the deflection of grazing light 1.75′′. All

general relativistic effect are of order (Schwarzschild radius)/radius.
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The following remarkable Birkoff theorem exists: All solution with an SO(3) isometry in

absence of matter are locally equivalent to the Schwarzschild metric [1]; no stationarity

assumption is made.

Despite the metric is singular at r = 2GM
c2

all invariant polynomials remain finite at the

Schwarzschild singularity. Instead computation of the square of the Riemann tensor gives

RµνλρR
µνλρ =

6r2s
r6

and as such the sub-manifold r = 0 is a singular sub-manifold.

To eliminate the Schwarzschild singularity one goes over to the Kruskal coordinates. In

the following by M we shall understand GM/c2 and by t we shall understand ct. One

starts by going over to light-like coordinates. The equation for radial light ray

ṫ2 =

(

ṙ

1− 2M
r

)2

is solved by

±t = r + 2M ln(
r

2M
− 1) + const ≡ r∗ + const .

We see that infinite time t is needed for a light-pulse to reach the horizon. With

u = t− r∗; v = t+ r∗

the metric becomes

ds2 = −(1 − 2M

r
) du dv + r2dΩ2

r being now defined by

e
r

2M (
r

2M
− 1) = e

v−u
4M .

Go over to

V = e
v

4M > 0; U = −e− u
4M < 0

to have the metric

ds2 = −32M3

r
e−

r
2M dUdV + r2dΩ2

where

e
r

2M

( r

2M
− 1
)

= −UV

and up to now −UV > 0. The extension occurs by realizing that r ≥ 0 is uniquely

defined in a larger range for −UV i.e. for −V U > −1 being the l.h.s. monotonically

increasing in r from −1 to ∞. This remark completes the Kruskal maximal extension of

the Schwarzschild metric.
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Without adding anything new, it is useful to change again coordinates

X =
M

2
(V − U); T =

M

2
(V + U)

the metric becomes

ds2 = 32M
e−

r
2M

r
(−dT 2 + dX2) + r2dΩ2

where

−UV =
1

M2
(X2 − T 2)

is restricted to be ≥ −1. The remaining is a non physical region as r = 0 is a real

singularity as there time geodesics are incomplete and the square of the Riemann tensor

diverges. For a discussion of regions I, II, III, IV see [1], [2]. The relation to the original

coordinates is
t

2M
= 2 arctanh

T

X

e
r

2M (
r

2M
− 1) =

X2 − T 2

M2
.
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10.5 Proper acceleration of stationary observers

in Schwarzschild metric and surface gravity

The Minkowskian formula for the proper acceleration can be written as

aµ =
d2xµ

dτ 2
=
duµ

dτ
= uλ

∂uµ

∂xλ

is covariantly generalized for a field of four velocities uµ to

aµ = uλ∇λu
µ

with norm

g2 = aµaµ ≥ 0

being aµ space-like. If the metric possesses a time like Killing vector we can ask for the

proper acceleration of observers moving along the integral lines of the Killing vector field.

If we set ξµξµ = −V 2 we have

uµ =
ξµ

V
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and the covariant acceleration is given by

aν = uλ∇λuν =
ξλ

V 2
∇λξν +

ξλ

V
ξν∇λ

1

V
=
ξλ

V 2
∇λξν = − ξλ

V 2
∇νξλ = ∇ν lnV

where we used the fact that the norm of the Killing vector is constant along the integral

lines of the Killing vector field.

For Schwarzschild we have

ξµξµ = −(1− 2M

r
)

from which

g =
1

(1− 2M
r
)1/2

M

r2

which diverges on the horizon.

If we multiply the proper acceleration g by the norm of the Killing vector normalized to

1 at space infinity we obtain
√

−ξµξµ g =
M

r2
(10.11)

Eq.(10.11) computed at the horizon is a finite quantity and is called the surface gravity

κ =
M

r2s
=

1

4M
. (10.12)

An interpretation of κ is the following [1] consider an inextensible massless rope of length

L

L =

∫ r2

r1

√
grr dr =

∫ r2

r1

1
√

1− 2M
r

dr

which holds the unit mass placed at r1 against falling to decreasing values of r. If the

observer at r2 pulls the rope by dl2, the end of the rope at r1 moves by dl1 given by

dl1
√

1− 2M
r1

=
dl2

√

1− 2M
r2

.

The force the observer O1 has to apply in order to keep the mass at fixed r = r1 is g(r1).

If we equate the work done by O2 by the energy gained by O1 we have

f2 = g
dl1
dl2

= g

√

1− 2M
r1

√

1− 2M
r2

.

Taking r2 to infinity and r1 = rs we have the surface gravity.
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10.6 The accelerated detector

The detector is given by a point particle with discrete energy levels E0, E1, . . . coupled

to the scalar field φ(x) by the interaction c(τ) m(τ) φ(x(τ)). τ is the proper time while

c(τ) is an exposure function which is equal to 1 for −Ω/2 < τ < Ω/2 and goes to zero

smoothly outside that interval.

Using perturbation theory and working in the interaction picture we have for the transition

amplitude from E0 to E and for the field from the Minkowski vacuum |0M〉 to the state

|ψ〉

A = i

∫ ∞

−∞
c(τ)dτ〈E|m(τ)|E0〉〈ψ|φ(x(τ))|OM〉

= i

∫ ∞

−∞
c(τ)dτ〈E|m(0)|E0〉ei(E−E0)τ 〈ψ|φ(x(τ))|OM〉 .

The total transition probability from E0 to E, found by summing ĀA over all |ψ〉, is

P = |〈E|m(0)|E0〉|2
∫ ∞

−∞
dτ c(τ)

∫ ∞

−∞
dτ ′c(τ ′)e−i(E−E0)(τ−τ ′)W (x(τ), x(τ ′))

being W (x, x′) the Wightman function

W (x, x′) = 〈0M |φ(x)φ(x′)|0M〉 .

Due to the spectral condition En ≥ 0 we have

W (x, x′) =
∑

n

〈0M |φ(x)|n〉〈n|φ(x′)|0M〉 =
∑

n

e−iEn(t−t′)〈0M |φ(x, 0)|n〉〈n|φ(x′, 0)|0M〉 =

= lim
ε→+0

∑

n

e−iEn(t−t′−iε)〈0M |φ(x, 0)|n〉〈n|φ(x′, 0)|0M〉.

In the massless case one has

W (x, x′) =
1

4π2

1

(x− x′)2 − (t− t′ − iε)2
. (10.13)

For the inertial trajectory one has

P = −|〈E|m(0)|E0〉|2
∫ ∞

−∞
c(τ ′)dτ ′

∫ ∞

−∞
c(τ) dτe−i(E−E0)(τ−τ ′) 1

4π2(τ − τ ′ − iε)2
.

The integral in dτ for Ω → ∞ converges to a finite limit and, as E −E0 > 0, such a limit

can be computed by closing the integration contour in τ in the lower half plane. Due to

the absence of poles in the lower half plane, the result is zero. This is an expected result.
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We consider now a uniformly accelerated motion (hyperbolic motion) written as

t =
1

g
sinh gτ, x =

1

g
cosh gτ

where τ is the proper time and aµa
µ = g2. We find

(x− x′)2 − (t− t′ − iε)2 = − 4

g2
sinh2(g

τ − τ ′ − iε

2
) .

Now use the formula
1

sinh2 πy
=

1

π2

∞
∑

k=−∞

1

(y + ik)2

which gives

− g2

4 sinh2(g∆τ/2− iε)
= −

∞
∑

k=−∞

1

(∆τ − iε+ 2iπk/g)2
.

Again for Ω → ∞ the integral in dτ converges to a finite limit and such a limit can be

computed by closing the integration contour in the lower half plane. Only k = 1, 2 . . .

contribute giving the result

P =

∫

c(τ ′)dτ ′
1

2π
|〈E|m(0)|E0〉|2

(E − E0)

e2π(E−E0)/g − 1
. (10.14)

The factor
∫

c(τ ′)dτ ′ behaves like Ω for Ω → ∞ which is the effective time of exposure of

the detector.

Eq.(10.14) shows that the detector behaves as immersed in a thermal radiation of tem-

perature T = g/(2π) where we ascribe the prefactor to the particular type of coupling of

our detector to the field φ. Taking into account ~ and c (which were put equal to 1) we

have

~ω0

kBT
=

2πc ω0

g

i.e.

kBT =
g~

2πc
(10.15)

giving for g = 10m/sec2 the temperature T = 3.84 10−20K.

10.7 Elements of causal structure of space time

We give below the definitions of some special sets which are related to the causal structure

of space-time. Some of them will be used in the following.
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Future Cauchy development D+(S) of a closed set S: the points such that any backward

directed inextensible non space like trajectory starting from them hits S.

Similarly one defines the past Cauchy development D−(S) of a closed set S.

Partial Cauchy surface: a space-like hypersurface with no inextensible non-spacelike curve

intersecting it more than once.

Global Cauchy surface: a partial Cauchy surface with the property D+(S)∪D−(S) =M

[1]

A space which admits a global Cauchy surface is called globally hyperbolic.

Chronological future of an event I+(p): the events which can be reached starting from p

with a time like curve.

Causal future of an event J+(p): the events which can be reached starting from p with a

non space like curve.

Similarly one defines the chronological and causal past.

Given a world line x(λ), i.e. a time like curve we define “Future event horizon” H+(x(λ))

the boundary of the past of the world line, being the past of the word line the union

of the past light cones of the events belonging to the world line. I.e. H+(x(λ)) =

boundary(∪λJ−(x(λ))) It is the boundary of the events by which the observer can be

influenced.

Past event horizon H−(x(λ) for a world line (observer) is the boundary of the future of

the world line H−(x(λ)) = boundary(∪λJ+(x(λ))) . It is the boundary of the events

which the observer can influence.

Future null infinity F+: (qualitatively) the endpoints of the light-like geodesics which

reach the asymptotic region [2]

Event horizon H : the boundary of the boundary of the causal past of the future null

infinity H = boundary(J−(F+))

Space which is future asymptotically predictable from a partial Cauchy surface S: if

F+ ⊂ D+(S). Similar definition for a space which is past asymptotically predictable.

Examples
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1. Spacelike hyperboloid in Minkowski is a partial but not global Cauchy surface.

2. Anti de Sitter space admits a foliation in spacelike surfaces but has no global Cauchy

surface as given any space like surface there are geodesics which never intersect it [3]

3. Horizons for a stationary Schwarzschild observer.

4. Horizons for a stationary Rindler observer.

The favorable situation is the following:

1) Asymptotically, for large negative and positive times there exist, time like Killing vector

fields. This will allow a particle interpretation of the quantum fields.

2) There exists a partial Cauchy surface S for which the space is future and past asymp-

totically predictable.

This will allow to perform predictions both at the classical and quantum level.

At large negative times we can expand the field as

φ =
∑

i

aifi + a+
i f̄i

and at large positive times we can expand the field as

φ =
∑

i

bipi + bi
+ p̄i .

We propagate back in time the solutions pi to the partial Cauchy surface S and we

propagate forward the solutions fj and f̄j to the same partial Cauchy surface S. Due to

the completeness of the fj, f̄j we can express pi as a superposition of fj and f̄j

pi =
∑

j

αijfj + βij f̄j

and due to the linearity of the problem such relation holds for all times with constant

coefficients α and β. By equating now the two expressions of the same field φ we can

extract the relation between the operators a, a+ and b,b+.

References

[1] [HawkingEllis] Chap. 6 p.201 and following

[2] [HawkingEllis] Chap. 9 p.310

[3] [HawkingEllis] Chap. 6 p.133
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10.8 Rindler metric

Perform on Minkowski the transformation

x = z cosh(aη); t = z sinh(aη)

where a has the dimension of length−1 and η the dimension of a length.

0 < z = (x2 − t2)1/2; −∞ < aη = arctanh(
t

x
) <∞

ds2 = −z2a2dη2 + dz2

This space is not geodesically complete. With z = a−1eaξ can be taken to a form conformal

to Minkowski.

ds2 = e2aξ(dξ2 − dη2)

The motion with constant (proper) acceleration aµaµ = g2 in Minkowski space is given

by
duµ

dτ
uµ = aµuµ = 0.

where for the four velocity we have uµuµ = −1.

In the rest frame ui = 0 and thus a0 = 0 and then aµaµ = aiai = g2 = const. Then we

have

−u0a0 + u1a1 = 0; − u0u0 + u1u1 = −1; − a0a0 + a1a1 = g2.

From the first equation a0 = fu1, a1 = fu0. Substitute in the third equation to obtain

−f 2(u1)2 + f 2(u0)2 = f 2 = g2 and thus, choosing f = g

a0 = gu1 = g
dx1

dτ
, a1 = gu0 = g

dx0

dτ
.

The solution with u0 > 0 is

u0 = cosh g(τ − τ0), u1 = sinh g(τ − τ0) .

Then properly normalizing the origin of space and time

x0 =
1

g
sinh g(τ − τ0), x1 =

1

g
cosh g(τ − τ0) .

This shows that the motion of Rindler observers (particles) with z = const. is a uniformly

accelerated motion with acceleration g = 1/z.

“Rigidity” of Rindler space: The Rindler space is locally rigid. By this we mean that the

distance of two nearby points z2 = const, z1 = const, ∆z = z2− z1 as measured by a fixed
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observer x = const, contracts according the Lorentz contraction law. In fact the speed of

the point is given by

V = tanh(aη)

while measuring the distance in the rest frame means solving the equations

∆x = ∆z cosh(aη) + z sinh(aη)∆(aη)

0 = ∆z sinh(aη) + z cosh(aη)∆(aη)

and thus

∆x = ∆z(cosh(aη)− sinh2(aη)

cosh(aη)
) = ∆z

1

cosh(aη)
= ∆z(1−(tanh(aη))2)1/2 = ∆z(1−V 2)1/2.

We have something like an accelerating skyscraper; at η = 0 we have ∆x = z2 − z1 =

∆z and the skyscraper is at rest. At different times one measures the correct Lorentz

contraction. The skyscraper cannot extend below indefinitely, i.e. for negative z, as the

acceleration is diverging for z = 0. The acceleration of the n−th floor is 1/n. The time

like Killing vector field for the Rindler metric is ∂
∂η

whose square norm is −V 2 = −a2z2.
Applying the formula for an observer which follows the Killing integral lines, given by

z = const. we have

aη = 0, az = ∇z log(az) =
1

z

and we re-obtain the expression for the acceleration.

10.9 Eigenfunctions of K in the Rindler metric

From

ds2 = dz2 − z2a2dη2

we have in the non zero mass case

K = −a2z2 ∂
2

∂z2
−a2z ∂

∂z
+m2a2z2 = −a2

(

z
∂

∂z

)2

+m2a2z2 = −a2
(

∂

∂ ln(az)

)2

+m2a2z2.

while in the ξ, η coordinates takes the form

K = −(
∂

∂ξ
)2 +m2e2aξ.
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For zero mass the right-moving field and left-moving field in (1+1) dimensions are local

independent quantum fields. Moreover for zero mass the K.G. equation is conformal

invariant and in the ξ, η coordinates takes the form

(

(
∂

∂ξ
)2 − (

∂

∂η
)2
)

φ = 0.

The right moving solutions are

e±iω(ξ−η) = e±iω(a
−1 log(az)−η) = e±iω a−1 log(a(x−t))

and thus the right-moving field is expanded as

φ(ξ, η) =

∫

dω

(

eiω(ξ−η)√
2ω

bω +
e−iω(ξ−η)√

2ω
b+
ω

)

or using the z, η coordinates

φ(z, η) =

∫

dω

(

eiω(a
−1 log(az)−η)
√
2ω

bω +
e−iω(a

−1 log(az)−η)
√
2ω

b+
ω

)

.

In the z, η coordinates the metric is (−g00)√−gdz = a−1z−2 z dz = a−1d ln(az) and

a−1

2π

∫

e±iω(a
−1 log(az)−η)e∓iω

′(a−1 log(az)−η)d ln(az) = δ(ω − ω′).

The form

e±iω a−1 ln(a(x−t))

clarifies the nature of the solution; we have infinite oscillations when we approach the

horizon.

10.10 The Bogoliubov transformation

We have already pointed out that in presence of a partial Cauchy surface, as at large

negative times the solutions fω, f̄ω are a complete set, it must be possible to express the

outgoing solutions pω in terms of fω and f̄ω. I.e. using the discrete notation

pi =
∑

j

αijfj + βij f̄j

and thus

aj =
∑

i

biαij + b+
i β̄ij ≡ (bA+ b+B̄)j
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a+
j =

∑

i

b+
i ᾱij + biβij ≡ (bB + b+Ā)j

in matrix notation with

Aij = αij ; Bij = βij .

The b,b+ will obey the commutation relations

[bi,b
+
j ] = δij .

Then we have

δjk = [aj , a
+
k ] = (AT Ā− B+B)jk

i.e.

AT Ā− B+B = I (10.16)

and from [aj , ak] = 0 we have

AT B̄ − B+A = 0 .

Thus using as illustration a finite dimensional space

A =

(

AT B+

BT A+

)

∈ U(N,N)

i.e.

ASA+ = S with S =

(

I 0

0 −I

)

.

It follows that the inverse is

A−1 =

(

Ā −B̄
−B A

)

∈ U(N,N) (10.17)

from which in addition to Eq.(10.16) we have

ĀAT − B̄BT = I

giving rise respectively to the sum rules
∑

i

|αij|2 − |βij|2 = 1

and
∑

i

|αji|2 − |βji|2 = 1 . (10.18)

If the state Φ is such that

aiΦ = 0

i.e. no incoming particle, we have for the mean value of the number of outgoing particles

(Φ,b+
i biΦ) =

∑

j

|βij|2 .
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10.11 Quantum field theory in the Rindler wedge

In this section we shall work out the Bogoliubov transformation for the passage from

Minkowski to Rindler space for a massless field. The advantage of treating the massless

field is that all computations can be performed exactly.

In the massless case the scalar field splits in a Lorentz invariant way into right-moving

and left-moving fields. φ(x) = φR(x) + φL(x). In fact with

φR(x) =

∫ ∞

0

(eik(x−t)
aR(k)√

2ω
+ e−ik(x−t)

a+
R(k)√
2ω

)dk

φL(x) =

∫ 0

−∞
(eik(x+t)

aL(k)√
2ω

+ e−ik(x+t)
a+
L (k)√
2ω

)dk

with ω = |k| we see that under the Lorentz transformation

x = x′ coshα− t′ sinhα

t = −x′ sinhα + t′ coshα

the two fields transform independently. E.g.

φR(x) =

∫ ∞

0

(eike
α(x′−t′)aR(k)√

2ω
+ e−ike

α(x′−t′)a
+
R(k)√
2ω

)dk (10.19)

=

∫ ∞

0

(eik
′(x′−t′)a

′
R(k

′)√
2ω

+ e−ik
′(x′−t′)a

′+
R (k′)√
2ω′

)dk′ (10.20)

with a′
R(k

′) = aR(e
−αk′) and similarly for the left-moving field. Thus in the massless

case one can treat the two fields independently. It corresponds to the fact that in two

dimensions for a massless particle it has an absolute meaning to say that the particle is

moving in the right of left direction.

Here to stay in touch with the general formalism we shall not perform this splitting and

work with the full field φ. We shall exploit only the Rindler wedge z ≥ 0.

We can extract b+(k) and b(k) from φ(z, η) by computing the space Fourier transform

of φ(z, 0) and φ̇(z, 0) where the dot stays for the derivative w.r.t. the Rindler time η. We

use the notation ξ = a−1 log(az) and ω = |k|. We have

φ(z, 0) =

∫

dk

(

eikξ
b(k)√
2ω

+ e−ikξ
b+(k)√

2ω

)

φ̇(z, 0) =

∫

dk

(

−i
√

ω

2
eikξb(k) + i

√

ω

2
e−ikξb+(k)

)

.

Thus

b+(k) =
1

2π

(

√

ω

2

∫

φ(ξ, 0)eikξdξ − i

√

1

2ω

∫

φ̇(ξ, 0)eikξdξ

)

(10.21)
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which result can be obtained also from the scalar product (10.6). b(k) is obtained by

hermitean conjugation.

On the Rindler wedge the field φ and the standard Minkowski field

φM(x, t) =

∫

dk′
(

a(k′)√
2ω′

ei(k
′x−ω′t) +

a+(k′)√
2ω′

e−i(k
′x−ω′t)

)

coincide and the Minkowski vacuum is characterized by a(k)|0M〉 = 0. φ̇M(x, 0) is com-

puted by using
∂

∂η

∣

∣

∣

∣

η=0

= az
∂

∂t

∣

∣

∣

∣

t=0

and x = z cosh aη

where ∂/∂η means the derivative at fixed ξ and ∂/∂t means the derivative at fixed x.

Keeping in mind that at η = 0 we have x = z and inserting into Eq.(10.21) we have

b+(k) =

√
ω

4πa

∫ ∞

−∞
d log(az)ei

k
a
log az

∫

(
a(k′)√
ω′
eik

′z +
a+(k′)√

ω′
e−ik

′z)dk′ (10.22)

− i

4πa
√
ω

∫ ∞

−∞
az d log(az)ei

k
a
log az

∫

(−ia(k′)
√
ω′eik

′z + ia+(k′)
√
ω′e−ik

′z)dk′.

Thus we need the integrals

I)

∫ ∞

0

eiκ log ζ eiκ
′ζ ζ−p dζ ; κ′ > 0

II)

∫ ∞

0

eiκ log ζ e−iκ
′ζ ζ−p dζ ; κ′ > 0

where we have defined κ = k/a and ζ = az and p can take the values 0 or 1. Integrals I

and II are computed by rotation of the integration in the complex plane; for I one uses

ζ = ei
π
2 ρ and for II one uses ζ = e−i

π
2 ρ to obtain

I)

∫ ∞

0

eiκ log ζ eiκ
′ζ ζ−p dζ = ei

π
2
(1−p)e−

πκ
2 (κ′)−1−iκ+p Γ(iκ + 1− p); κ′ > 0

II)

∫ ∞

0

eiκ log ζ e−iκ
′ζ ζ−p dζ = ei

π
2
(p−1)e

πκ
2 (κ′)−1−iκ+p Γ(iκ+ 1− p); κ′ > 0 .

Substituting now in Eq.(10.22) we obtain

b+(k > 0)√
2ω

=
Γ( iω

a
)

2πa

(

e
πω
2a

∫ ∞

0

a+(k′)√
2ω′

(

k′

a

)−iω
a

dk′ + e−
πω
2a

∫ ∞

0

a(k′)√
2ω′

(

k′

a

)−iω
a

dk′

)

(10.23)

b+(k < 0)√
2ω

=
Γ(− iω

a
)

2πa

(

e
πω
2a

∫ 0

−∞

a+(k′)√
2ω′

(

− k′

a

)iω
a

dk′ + e−
πω
2a

∫ 0

−∞

a(k′)√
2ω′

(

− k′

a

)iω
a

dk′

)

(10.24)
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and b(k) is obtained by hermitean conjugation.

The two equations (10.23)(10.24) show explicitly the splitting of the field in right and left

moving parts.

The mean value on the Minkowski vacuum, defined by a(k)|OM〉 = 0, of the number

operator in the Rindler space b+(k)b(k), k ≥ 0, is given by

1

2ω
〈0M |b+(k)b(k)|0M〉 = 1

4π2a2
Γ(
iω

a
)Γ(−iω

a
)e−

πω
a

∫ ∞

0

dk′

2ω′ .

Recalling now the relation

Γ(z)Γ(−z) = − π

z sin(πz)
(10.25)

we obtain

〈0M |b+(k)b(k)|0M〉 = 1

πa

1

e2πω/a − 1

∫ ∞

0

dk′

2ω′ . (10.26)

The UV divergence is due to the continuum normalization of the vectors and can be

avoided by working with wave packets as will be done in section (10.13) in full generality.

The frequency ω which appears in Eq.(10.26) is the frequency measured w.r.t. the coor-

dinate time η as it appears in the decomposition of the Rindler field. To relate it to the

frequency measured by a Rindler stationary observer i.e. one which moves with z = const.

one has to relate the time η with the proper time τ of the observer

ω dη = ωo dτ

with dτ = za dη. Thus ω = az ωo and we have

〈0M |b+(k)b(k)|0M〉 = 1

πa

1

e2πωoz − 1

∫ ∞

0

dk′

2ω′ (10.27)

which recalling that the acceleration of the observer is g = 1/z agrees with the result of

the accelerated detector Eq.(10.15).

10.12 Rindler space with a reflecting wall

We shall consider in this section a simple two dimensional example [1] which reproduces

many of the features of Hawking’s theory [2]. We place a reflecting wall at a fixed distance

x = c in the Minkowski coordinates. This problem is interesting in several respects: It

gives a concrete example of a geometry which has only asymptotic time-like Killing vector

fields at the Rindler time η = −∞ and η = +∞ and the reflecting wall also simulate the

reflection of the partial wave modes by the center of the collapsing star as examined by

Hawking [2]. It reproduces well the physical situation for which the Hawking radiation
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is a late time effect and it shows how such radiation is emitted at the boundary of the

horizon.

In fact the relevant mathematics turns out to be identical to that of the Schwarzschild-

Kruskal case. Not to overburden the notation we shall set the parameter a of the previous

section with the dimension of a length−1 equal to 1. Thus e.g. log z has to be read as

log(az).

Due to the presence of the reflecting wall, Lorentz invariance is broken and thus the scalar

field non longer can be invariantly decomposed in left and right moving fields.

We will start with a field which at large negative Rindler times describes incoming particles

i.e. at large negative Rindler times can be written, using for clarity the discrete notation,

as

φ =
∑

j

ajfj + a+
j f̄j

with fj reducing at large negative Rindler times to superposition of left-moving negative

frequency mode
1√
2ω
e−iω(η+ln z) =

1√
2ω
eiω ln(x+t) .

Thus aj and a+
j are the annihilation and creation operator for the incoming particles.

The same field will also be described by

φ =
∑

m

bmpm + b+
mp̄m +

∑

n

cnqn + c+n q̄n

where at large positive Rindler times pm becomes a superposition of right-moving negative

frequency modes

1√
2ωm

e−iωm(η−ln z) =
1√
2ωm

eiωm ln(x−t) for x > t and 0 for x < t

and thus bm and b+
m are the annihilation and creation operators of the particles which flow

to +∞. qi and q̄i are the modes representing the particles which cross the horizon x = t.

We shall not need the explicit form of the qi. We can repeat the procedure of section

10.10, where now the pair pm, qn replaces the pi of section (10.10), and the translation of

Eq.(10.17) to the present notation is

bm =
∑

j

ᾱmjaj − β̄mja
+
j (10.28)

cn =
∑

j

γ̄njaj − η̄nja
+
j (10.29)
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from which we can compute b+
m and c+n by hermitean conjugation. From the commutation

relations we obtain the sum rules

∑

j

|αmj|2 − |βmj |2 = δmm = 1 (10.30)

and
∑

j

|γnj|2 − |ηnj|2 = δnn = 1 . (10.31)

Hawking’s method [2] to compute the Bogoliubov coefficients, is to consider the wave

packet pm (which at large positive time is a superposition of right-moving negative fre-

quency modes) and to propagate it backward in time. It is reflected by the wall and it

emerges as a superposition of left-moving modes with negative and positive frequency.

As suggested by the notation it is much better to work with discrete modes than with

modes with continuum normalization. The explicit decomposition of the field in discrete

modes will be given in the next section. Here we still use the continuum normalization

which is formally simpler even if it is more difficult to be interpreted physically. The

resolution in wave packets in given in the next section.

In order to satisfy the boundary condition on the reflecting wall x = c, the solution

1√
2ω
eiω ln(x−t) for x > t and 0 for x < t

has to be matched with
∫ ∞

0

(

αωω′

1√
2ω′

e−iω
′ ln(x+t) + βωω′

1√
2ω′

eiω
′ ln(x+t)

)

dω′

with the condition

1√
2ω
eiω ln(c−t)θ(c− t) =

∫ ∞

0

(

αωω′

1√
2ω′

e−iω
′ ln(c+t) + βωω′

1√
2ω′

eiω
′ ln(c+t)

)

dω′. (10.32)

To find αωω′ and βωω′ we need to invert such an integral representation. We can do it

in a workable fashion only for small c − t. This is the region of interest to analyze the

late time radiation as the radiation emitted from x = c and time t reaches the Rindler

observes placed in z at Rindler time η = −1

a
ln
c− t

z
. This aspect will be further clarified

in the next section where we give the explicit resolution of the field in discrete modes

(wave packets).

For small c− t we have

c− t

2c
=

2c− (t+ c)

2c
≈ ln(2c)− ln(t+ c).
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Taking the logarithm and setting τ = ln(c+ t) and τ0 = ln(2c) for small c− t we have

ln(c− t) ≈ τ0 + ln(τ0 − τ).

Thus

1√
2ω
eiω(ln(τ0−τ)+τ0)θ(τ0 − τ) =

∫ ∞

0

(

αωω′

1√
2ω′

e−iω
′τ + βωω′

1√
2ω′

eiω
′τ

)

dω′

from which inverting

2π
βωω′√
2ω′

=
1√
2ω

∫ τ0

−∞
eiω ln(τ0−τ)eiωτ0e−iω

′τdτ .

We recall that ω ≥ 0, ω′ ≥ 0 always.

The integral is one of the integrals already computed in the previous section. Again the

integral is performed by rotation in the complex plane putting this time τ = −iρ and we

have

2π
βωω′√
2ω′

= i
ei(ω−ω

′)τ0

√
2ω

∫ ∞

0

(iρ)iωe−ω
′ρdρ = i

ei(ω−ω
′)τ0

√
2ω

e−
πω
2 (ω′)−1−iω

∫ ∞

0

xiωe−xdx =

= i
ei(ω−ω

′)τ0

√
2ω

e−
πω
2 (ω′)−1−iωΓ(1 + iω) . (10.33)

The performed analysis of the solution pn at large negative Rindler times in terms of the

fj gives to α(ω, ω′) and β(ω, ω′) the meaning of the Bogoliubov coefficients. Using the

formula (10.25) we have

〈OM |b+(ω)b(ω)|OM〉 = 1

π

1

e2πω − 1

∫ ∞

0

dω′

2ω′ (10.34)

which agrees with the result (10.26). The divergence of the integral on the r.h.s. at 0 is

an infrared divergence due to the use of fields of zero mass. The divergence at infinity is

due to the continuum normalization of the modes and has a physical interpretation . In

the next section this problem will be solved by going over to discrete pm modes.
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10.13 Resolution in discrete wave packets

From Eq.(10.33) we see that the U.V. behavior of |βωω′ |2 as a function of ω′ is const./ω′

which makes the integral (10.27) logarithmically divergent for large ω′. This has nothing

to do with the divergences of quantum field theory but it simply a kinematical problem.

The meaning of such a divergence is that the amount of radiating energy measured by the

observer with z = const. in an infinite amount of time is infinite. This is a reflection of the

fact that the Unruh-Hawking radiation is not a transient phenomenon but a permanent

one i.e. it lasts for infinite time.

In order to understand this feature in detail, following Hawking [1] we shall give a resolu-

tion of the quantum field φ for large positive times (the out field) in discrete wave packets

instead of a continuous spectral resolution.

In general given a continuous complete set of vectors |ω〉, 0 < ω < ∞ one can construct

the discrete set

|j, n〉 = 1√
ε

∫ (j+1)ε

jε

e2πinω/ε |ω〉 dω .

It is immediately checked that

〈j′, n′|j, n〉 = δn′nδj′j .

In addition the discrete set |j, n〉 is complete; in fact

∫

φ(ω)|ω〉dω =
∑

j

∫ (j+1)ε

jε

φ(ω)|ω〉dω =
∑

j

∑

n

∫ (j+1)ε

jε

e2πiωn/ε√
ε

cjn|ω〉dω

=
∑

j

∑

n

cjn|j, n〉 (10.35)

with

cjn =
1√
ε

∫ (j+1)ε

jε

e−2πiωn/εφ(ω)dω .

Similarly in our case we have

pjn(η, z) =
1√
ε

∫ (j+1)ε

jε

e2πinω/εpω(η, z) dω .

To understand the meaning of such wave packet we notice that for large positive n, it is

peaked at the retarded time

ln(x− t) = η − ln z = 2πn/ε

as it is seen by the stationary phase method or from the explicit computation of Eq.(10.36)

below.
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Thus for an observer at z =const, large n means large coordinate time η and large proper

time for the Rindler observer.

Then we have
∫ ∞

0

(bωpω + b+
ω p̄ω) =

∑

jn

(bjnpjn + b+
jnp̄jn)

and using (10.35)

bjn =
1√
ε

∫ (j+1)ε

jε

e−2πinω/εbωdω , b+
jn =

1√
ε

∫ (j+1)ε

jε

e2πinω/εb+
ω dω .

Starting now from the continuous version of (10.28) we used in (10.22)

bω =

∫ ∞

0

(ᾱωω′aω′ − β̄ωω′a+
ω′) dω

′

we have for the bjn

bjn =

∫ ∞

0

(ᾱjnω′aω′ − β̄jnω′a+
ω′)dω

′

with

αjnω′ =
1√
ε

∫ (j+1)ε

jε

dωe2πinω/εαω,ω′

βjnω′ =
1√
ε

∫ (j+1)ε

jε

dωe2πinω/εβω,ω′ .

From Eq.(10.33)

βωω′ = i
ei(ω−ω

′)τ0

2π
√
ωω′

e−
πω
2 (ω′)−iωΓ(1 + iω)

we have

βjnω′ = i
e−iω

′τ0

2π
√
ε
√
ω′

∫ (j+1)ε

jε

dωe2πinω/ε
eiωτ0e−

πω
2 (ω′)−iωΓ(1 + iω)√

ω
.

For a narrow frequency interval ε and large n (large arrival times) we have

βnjω′ ≈ i
e−iω

′τ0e−
πω̃
2

2π
√
εω̃ω′

Γ(1 + iω̃) ei∆(j+1/2)ε 2
sin ∆ε

2

∆
(10.36)

with ω̃ = (j + 1/2)ε and ∆ = 2πn/ε− lnω′ + τ0 .

Thus |βjnω′|2 for large n (large arrival times) will be peaked at exponentially large values

of ω′. This justifies the intuitive reasoning of section (10.12) about the dominance in the

Fourier expansion of the small values of c− t. Moreover taking the square of Eq.(10.36)

we see that the large ω′ behavior is

|βnjω′|2 ∼ 1

ω′ ln2 ω′
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which integrated in dω′ converges at infinity. Thus, after curing the infrared divergence,

the number of quanta which reaches the observer in a finite time is finite.

The result is interesting in several respects. By going over to discrete modes, we found

the UV divergence in Eq.(10.26) was due to the unphysical continuum normalization. We

found that if the Rindler observer tunes his measuring apparatus to a certain frequency

range, he measures a steady flux of particles and that the flux of such particles depends on

their energy (frequency) according to Planck’s law. The flux is permanent. The divergence

obtained in Eq.(10.26) in the continuum formulation was an attempt of the formalism to

include the fact that in an infinite time the observer detects an infinite number of particles

in a given frequency interval.

In the next section we shall consider a more general decomposition in wave packets.
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10.14 Hawking radiation in 4-dimensional Schwarzschild

space

We give here the complete treatment of Hawking radiation for a field obeying a linear

equation of motion (free field) in 4-dimensional Schwarzschild space following [1]. One

decomposes the field φ(x, t) in partial waves exploiting the rotational symmetry of the

problem. We shall be concerned only with the l = 0 wave, the extension to higher waves

being completely similar. For spherical symmetry one has

1√−g∂µ
√−ggµν∂ν =

1

r2
∂r r

2(1− rs
r
)∂r − (1− rs

r
)−1∂2t .

We shall build the most general solution of the K.G. equation by superposing solutions

periodic in time. It is preferable to write φ = ψ
r
e±iωt and go over to the new coordinates

r∗ = r + rs log(
r
rs
− 1). With a simple computation one reaches for m = 0 the equation

− d2

dr2∗
ψ(r∗) + V (r)ψ(r∗) = ω2ψ(r∗) (10.37)

where

V (r) =
rs
r3
(1− rs

r
)

and r has to be thought as function of r∗. As

dr∗
dr

=
1

1− rs
r
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never vanishes for r > rs, r is well defined. In case of m2 6= 0 and l 6= 0, V (r) goes over to

V (r) = (1− rs
r
)

(

rs
r3

+
l(l + 1)

r2

)

+m2(1− rs
r
) .

For simplicity we shall use m2 = 0 but there is no real difficulty in working with m2 6= 0.

The shape of V , for l = 0 is depicted in fig.10 . V vanishes on the horizon r = rs, r∗ = −∞
while at r∗ = +∞, i.e. r = ∞ it goes over to m2. For m2 = 0, V reaches its maximum at

r = 4rs/3 and its value at that point is V (rM) = 27/(256r2s). The eigenvalue equations

(10.37) due to the nature of V has continuum spectrum bounded from below by 0.

V

m2

r *

Figure 10.1: Effective Schwarzschild potential

The detector placed in a region O of 4-dimensional space will be described by the positive

operator Q+Q where

Q =

∫

φ(x)h(x)
√−gd4x

and O is the support of the smooth function h. Thus the detector occupies a finite region

of 3-dimensional space and is switched on for a finite time. Given the state Φ describing

the system the result of the measurement is

(Φ, Q+QΦ)

which we have to compute. There is no need in this treatment to introduce creation and

destruction operators, at any rate for clearness sake we point out that on the Fock vacuum

a(k)ΦM = 0 we have

(ΦM , Q
+QΦM ) =

∫ |h̃(k, ω)|2
2ω

dk; ω = +
√
k2 +m2
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where

h(x, t) =
1

(2π)4

∫

h̃(k, k0)e
i(kx−k0t)d4k .

In the limit in which h(x, t) = h(x) we have (ΦM , Q
+QΦM) = 0 because in this case the

support of h̃(k, k0) is in k0 = 0 while ω ≥ m > 0 for m > 0.

Otherwise in general the result will be non zero (and positive) also on the vacuum. This is

due to the fact that the abrupt switching on and off of the detector will produce particle

also out of the Minkowski vacuum. At the end we will specify h(x, t) so as to avoid such

a production.

In Schwarzschild coordinates the stellar collapse takes an infinite time. The reason is that

the Schwarzschild time tc of the collapse is related to the Kruskal coordinates by (see

Section 10.4)
t

rs
= 2 arctanh

Tc
Xc

.

But as at the collapse Tc = Xc we have t = +∞. We recall also the definition of the null

coordinates

v = t+ r∗; u = t− r∗

v = const. and v = const. represent incoming and outgoing null geodesics. It will be

useful to go over to the new coordinates

r; τ = v − r = t + r∗ − r.

For τ fixed and r → rs we have t→ +∞, v → finite and u→ +∞. Recalling that

U = −e− u
4M

and that the horizon is given by U = 0 we see that the horizon is crossed at a finite value

of τ .

Even though not strictly necessary, the space support O of h will be chosen at a large

value of r (where the metric can be taken as Minkowski) and we shall consider a sequence

of QT which are the Q translated by T along the Schwarzschild Killing time like vector
∂
∂t
. The reason is that we are interested in the measurements at large times after the

gravitational collapse. Due to the linear field equations obeyed by φ, QT can be expressed

in terms of φ and its time derivative on an arbitrary partial Cauchy surface for which the

exterior Schwarzschild region is future asymptotically predictable as we shall see explicitly

below.

As already saw, given two partial Cauchy surfaces Σ1 and Σ0 and an f solution of

1√−g∂µ(g
µν∂νf(x))−m2f(x) = (gµν∇µ∇ν −m2)f(x) = 0 (10.38)
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we have
∫

Σ1

(φ(x)∂
↔

µf(x))g
µνΣν =

∫

Σ0

(φ(x)∂
↔

µf(x))g
µνΣν (10.39)

and we shall choose for Σ0 the partial Cauchy surface τ = 0. The idea is to bring back

the computation of QT , which is extended in time to the single partial Cauchy surface

τ = 0.

We start from the computation of Q writing it as sum (integral) of contributions at

constant Schwarzschild time t.

Q =

∫

φ(x)h(x)
√−gd4x =

∫

dt0

∫

φ(x, t0)h(x, t0)
√−g dx . (10.40)

We write
∫

φ(x, t0)h(x, t0)
√−g dx =

∫

φ(x, t0)∂0ft0(x, t0)
√−g dx (10.41)

where ∂0 means derivative w.r.t. the fourth argument and ft0(x, t) is a solution of the

Eq.(10.38) with the following initial conditions

∂0ft0(x, t0) = h(x, t0), ft0(x, t0) = 0 .

We have
∫

φ(x, t0)h(x, t0)
√−g dx =

∫

(φ(x, t0)∂
↔

0ft0(x, t0))
√−g dx

which using (10.39) can be rewritten as
∫

Σ0

(φ(x)∂
↔

µft0(x))g
µν Σµ

i.e. as an integral on Σ0 (the surface τ = 0). Then we have

Q =

∫

Σ0

(φ(x)∂
↔

µf(x))g
µν Σµ

where

f(x) =

∫

ft0(x)dt0 .

We shall be interested in QT given by
∫

φ(x)h(x, t− T )
√−g d4x .

This is obtained from the solution fTt0(x, t) with

∂0f
T
t0
(x, t0) = h(x, t0 − T ), fTt0(x, t0) = 0

and thus

QT =

∫

Σ0

(φ(x)∂
↔

µf
T (x))gµνΣν
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where

fT (x) =

∫

fTt0(x)dt0

and Σ0 again is the surface given by τ = 0. Notice that this is possible because according

Huygens principle fT (x) propagates back in time completely to the partial Cauchy surface

Σ0 and nowhere outside it.

In the new coordinates r, τ we have

ds2 = −(1 − rs
r
)dτ 2 + 2

rs
r
drdτ + (1 +

rs
r
)dr2 + r2dΩ2 .

The inverse of this metric is easily computed and we have in particular

gττ = −(1 +
rs
r
); gτr = −rs

r
; grr = 1− rs

r
(10.42)

so that

gττ∂τ + gτr∂r = −(1 +
rs
r
)∂τ +

rs
r
∂r ≡ D

while

Στ = ǫτrθφdr ∧ dθ ∧ dφ = r2 sin θ dr ∧ dθ ∧ dφ.

Taking into account also the contribution of QT+ we have the exact result

(Φ, QT+QTΦ) = (10.43)

∫

Σ0

∫

Σ0

(Φ, φ(x1)φ(x2)Φ)D
↔

1D
↔

2f̄
T (x1)f

T (x2) r
2
1dr1dΩ1 r

2
2 dr2dΩ2

This result is immediately extended to m2 6= 0 and to l 6= 0.

A complete set of solutions of Eq.(10.37) is given by the ψ+(±ω, r∗) with the following

asymptotic behavior at large r∗ (where our detector is placed)

ψ+(r
∗,±ω) = e±iωr∗ ; r∗ ≃ +∞

while an alternative complete set is classified by the behavior of the solution at r∗ ≃ −∞

ψ−(r
∗,±ω) = e±iωr∗ ; r∗ ≃ −∞ .

The ψ+(r
∗,±ω) form a complete set. Thus we can write

h(r∗, t) =

∫ ∞

0

dω[ψ+(r
∗, ω)h̃(ω, t) + ψ+(r

∗,−ω)h̃(−ω, t)]

where the above equation defines h̃(±ω, t)
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Q

QT

r = const τ =0

Figure 10.2: Gravitational collapse

The explicit form of ft0(r∗, t) is easily obtained from the above Fourier transform

ft0(r∗, t) = i

∫ ∞

0

dω

2ω
[ ψ+(r

∗, ω)h̃(ω, t0)(e
−iω(t−t0) − eiω(t−t0)) (10.44)

− ψ+(r
∗,−ω)h̃(−ω, t0)(eiω(t−t0) − e−iω(t−t0))] .

In fact as we have

ft0(r
∗, t0) = 0 and ∂0ft0(r

∗, t0) = h(r∗, t0) .

fTt0(r
∗, t) is simply obtained by replacing in Eq.(10.44) t− t0 with t− t0 − T and fT (r∗, t)

is obtained by integrating in t0.

fT (r∗, t) =

∫

dt0 f
T
t0
(r∗, t) .
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The result is with obvious notation for h̃(±ω,±ω)

fT (r∗, t) = i

∫ ∞

0

dω

2ω
[ ψ+(r

∗, ω)(h̃(ω, ω)e−iω(t−T ) − h̃(ω,−ω)eiω(t−T )) (10.45)

− ψ+(r
∗,−ω)(h̃(−ω,−ω)eiω(t−T ) − h̃(−ω, ω)e−iω(t−T ))] .

Of the four solutions appearing in (10.45) the first and the third move initially to increasing

values of r∗ (right-moving) while the second and the fourth move initially to decreasing

values r∗ (left-moving). We are now interested in fT on the partial Cauchy surface τ = 0

for large positive T . We see from the form of the exponential that increasing T corresponds

to propagating the solutions backward in time. In so doing the “left-moving” solution

move right without encountering the potential and for large T will meet the partial Cauchy

surface τ = 0 at large r. Thus such wave packets correspond to particle coming from the

space infinity and not from the black hole and we are not interested in them. Thus we

are left with

fT (r∗, t) = i

∫ ∞

0

dω

2ω
[ ψ+(r

∗, ω)h̃(ω, ω)e−iω(t−T )−ψ+(r
∗,−ω)h̃(−ω,−ω)eiω(t−T )] . (10.46)

Let us consider first the term

i

∫ ∞

0

dω

2ω
ψ+(r

∗, ω)h̃(ω, ω)e−iω(t−T ) . (10.47)

We recall that for increasing t the wave packet described by it moves to +∞ as it does not

encounter any potential. On the other hand taking T positive and large corresponds to

evolving the same wave packet backward in time. In the process part of it will be reflected

by the potential barrier and part will be transmitted with a transmission coefficient given

by the identity

D(ω)ψ−(r
∗, ω) = ψ+(r

∗, ω)−B(ω)ψ+(r
∗,−ω) .

The computation of D(ω) is an elementary problem in quantum mechanics even if one

does not succeed in performing the computation analytically. As for large negative r∗

the ψ−(r
∗, ω) becomes eiωr

∗

(with coefficient 1) we have that at large positive T the

contribution becomes

i

∫ ∞

0

dω

2ω
D(ω)h̃(ω, ω)eiω(r

∗−t+T ) . (10.48)

In exactly the same way one deals with second term in Eq.(10.46) and calling fT−(r
∗, t)

the limit of f(r∗, t) for large positive T we have

fT−(r
∗, t) = i

∫ ∞

0

dω

2ω
[ D(ω)h̃(ω, ω)eiω(r

∗−t+T ) −D(−ω)h̃(−ω,−ω)e−iω(r∗−t+T ) ] (10.49)
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and we can thus write for large T

(Φ, QT+QTΦ) = (10.50)
∫

Σ0

∫

Σ0

(Φ, φ(x1)φ(x2)Φ)D
↔

1D
↔

2f̄
T
−(x1)f

T
−(x2) r

2
1dr1dΩ1 r

2
2 dr2dΩ2 .

The difference between Eq.(10.43) and Eq.(10.50) is that while Eq.(10.43) is exact Eq.(10.50)

holds for large positive T ; however the advantage of Eq.(10.50) is that fT− is simply known

through (10.49) in terms of the transmission coefficient D(ω). To understand the physics

of the problem it is useful to notice that

fT−(r
∗, t) = F (−u+ T ) = F (2r∗ − τ − r + T )

which near the horizon becomes

fT−(r∗, t) ≃ F (2rs ln
r − rs
rs

− τ + rs + T )

It shows that for large T the fT− is concentrated in an exponentially small region around the

horizon and thus the result is determined by the short distance behavior of the Wightman

function (Φ, φ(x1)φ(x2)Φ) (see fig. 10.2).

The following simplifying features intervene in the computation of Eq.(10.50)

D = −(1 +
rs
r
)∂τ +

rs
r
∂r

Du =
∂u

∂r
, Dv = −∂v

∂r
= −1

fT−(r∗, t) = F (−u+ T ), DfT− =
∂fT−
∂r

which allow for large T two integrations by parts and we reach

〈QT+QT 〉 =
∫

Σ0

∫

Σ0

[ D̂1D̂2(Φ, φ(x1)φ(x2)Φ)] f̄
T
−(x1)f

T
−(x2)r

2
1dr1dΩ1r

2
2dr2dΩ2

with

D̂ = 2(
∂

∂τ
− ∂

∂r
) .

We shall assume that the short distance behavior of the Wightman function on τ = 0

which is a regular region of space time not casually connected with the crossing of of the

horizon by the surface of the star, is given by the usual free field value. Arguments [2] can

be given also to support that fact that the short distance behavior of such a function in

independent of the state. The covariant translation of Eq.(10.13) using the metric (10.42)

is

(Φ, φ(x1)φ(x2)Φ) ≈
1

4π2σε
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with σ given at short distances by (x1 − x2)
µgµν(x1 − x2)

ν . Near the horizon it assumes

the form

σε = 2(r1 − r2)(r1 − r2 + τ1 − τ2 − iε) + r2sθ
2
12

θ12 being the angle between the directions 1 and 2. One obtains on the surface τ = 0

1

4π2
D̂1D̂2

1

σε
= − 8

π2

(r1 − r2 − iε)

[2(r1 − r2 − iε)2 + r2sθ
2
12]

3
.

Integrating over dΩ1, dΩ2 one obtains

− 4

r2s

1

(r1 − r2 − iε)2

which is the most singular part, plus a term which is irrelevant for T → ∞. Thus we

reached the result

〈QT+QT 〉 = −4r2s

∫ ∞

rs

1

(r1 − r2 − iε)2
F̄ (2rs ln

r1 − rs
rs

+rs+T )F (2rs ln
r2 − rs
rs

+rs+T )dr1dr2 .

Using the new variables ρ1 =
r1−rs
rs

e
T
rs

+1 ρ2 =
r2−rs
rs

e
T
rs

+1 it can be rewritten as

〈QT+QT 〉 = −4r2s

∫ ∞

0

1

(ρ1 − ρ2)2
F̄ (2rs ln ρ1)F (2rs ln ρ2)dρ1dρ2 .

Now we go over to the variable y1 = ln ρ1, y2 = ln ρ2 to obtain

〈QT+QT 〉 = −4πrs

∫ ∞

−∞

1

sinh2 y−iε
2

|D(ω)|2|h̃(ω, ω)|2
ω2

e−2rsωy dy .

Such an integral can be computed by using the identity

1

(sinh πz − iε)2
=

1

π2

∞
∑

k=−∞

1

(z + ik − iε)2

as done in section (10.6) obtaining from the first part of Eq.(10.49)

〈QT+QT 〉 = 64π2r2s

∫ ∞

0

|D(ω)|2
e4πrsω − 1

|h(ω, ω)|2dω
ω

. (10.51)

To this we should add the contribution in Eq.(10.49) of h(−ω,−ω). This gives

−64π2r2s

∫ ∞

0

|D(−ω)|2
e−4πrsω − 1

|h(−ω,−ω)|2dω
ω

.

which can be added to (10.51) to obtain

〈QT+QT 〉 = 64π2r2s

∫ ∞

−∞

|D(ω)|2
e4πrsω − 1

|h(ω, ω)|2dω
ω

. (10.52)
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The factor |D(ω)|2 is the gray body factor, which in the free field theory poses no problem

to be computed; one has to keep in mind that the height of the potential V is of the order

of magnitude 1/r2s which is the order of magnitude of the ω2 of the typical quantum

emitted from the black hole. Thus |D(ω)|2 plays an important role. In an interacting

theory the computation of such a factor poses a real problem.

The variable T has disappeared in the integration process; this mean that the Hawking

radiation is a “permanent” phenomenon; the violation of energy conservation has to be

ascribed to the fact that we are working in an external field. At the end the energy has

to be supplied by the black hole itself. The factor |h(ω, ω)|2 is just the description of the

counter. However the h(ω, ω) of a physical counter should have support of on positive

values of ω [3] and we go back to Eq.(10.51).

In this case h(x) cannot be of compact support in space time but one has to widen the

class of test function beyond those of compact support.

Finally the key point in producing the Planck factor is the short distance behavior of

the two point Wightman function; any modification to it would imply a change in the

emission spectrum.

We compare now the obtained formula with the Rindler spectrum. There the temperature

was given by the argument of the exponential

e2πω/g = e2πωc/g = e2πω~c/g~ = eω~/kBT

i.e. kBT = g~/2πc. We can now compute the surface gravity for a black hole i.e. the

force exerted at the horizon on a unit mass as measured by an observer at infinity. We

found (see Eq.(10.11)) that it is given by

g =
MGN

(rs)2
=
GNMc4

4M2G2
N

=
c4

4GNM

and thus we expect a temperature kBT = ~c3/8πGNM as found in Eq.(10.51).

Thus, according to Hawking’s treatment, black holes are not eternal but they evaporate.

The lifetime of a black hole of mass M can be estimated to be

t =
5120πG2M3

~c4
(10.53)

with a typical initial wave length of the radiation of λ/(2π) ≈ 4πrs being rs the radius of

the black hole.

However for macroscopic black holes such lifetime is much larger than the age of our

universe. For a black hole of the mass of the sunM = 1.989 1030 kg the lifetime is 5 1074 s.

For a black hole ofM = 200 000 kg we have a lifetime of 0.67 s with an initial temperature
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of 50 TeV . For a black hole of the Planck mass (M = 1.21 1019GeV/c2 = 2.17 10−8 kg)

the lifetime is of 8.6 10−40s of the order of magnitude of the Planck time.

References

[1] K. Fredenhagen, R. Haag, “On the derivation of Hawking radiation associated with

the formation of a black hole”, Comm. Math. Phys. 127 (1990) 273

[2] R.Haag, “Local quantum physics”, II edition, Chap.VIII, Springer 1992

[3] R.Haag, “Local quantum physics”, II edition, Chap.VI, Springer 1992



188 CHAPTER 10. QUANTIZATION IN EXTERNAL GRAVITATIONAL FIELDS



Chapter 11

N=1 Supergravity

11.1 The Wess-Zumino model

We first discuss the operation of charge conjugation for the Dirac field. Given the Dirac

equation

(γµ∂µ +m)ψ = 0

(we always use γj hermitean and γ0 antihermitean, thus γ4 ≡ iγ0 hermitean) we look for

a unitary operator C such that

ψc ≡ CψC+ = Aψ+
T ≡ Aψ∗ (11.1)

which again satisfies the Dirac equation. We have

(γ∗µ∂µ +m)ψ+
T = 0

and thus A must be such that

Aγ∗µA−1 = γµ . (11.2)

There exists an A with does the job i.e. A = γ2 in the representation adopted in Chapter

1. A is unique up to a factor because if B = XA also satisfies (11.2) X commutes with all

the gammas and by Schur lemma X is a multiple of the identity c, being our representation

of the gammas irreducible. If we require that C2 brings ψ back to itself apart a phase

factor, we must have

C(cγ2ψ+
T )C

+ = cc∗ψ = uψ

with u phase factor, from which c∗c = 1. Redefining the ψ by a phase factor we can write

simply

CψC+ = γ2ψ+
T (11.3)

189
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The current iψ̄γµψ, which is hermitean, under C changes sign

Ciψ̄γµψC+ = iψ̄cγ
µψc = −iψ̄γµψ

as it is easily verified, taking into account the anticommutative nature of ψ.

We define a Majorana spinor as a spinor which coincides with its charge conjugate ψc =

CψC+ = γ2ψ+
T = ψ. The relation with the form of the equation for a Majorana particle

given in Chapter 1 is the following. Given the Dirac equation in the form
(

σµpµ 0

0 σ̃µpµ

)(

ψ

φ

)

= mc

(

0 1

1 0

)(

ψ

φ

)

(11.4)

for a Majorana spinor from (11.3) we have

−iσ2φ+
T = ψ

equivalent to

iσ2ψ
+
T = φ

and thus the lower pairs of equation in (11.4) can be written as

σ̃µpµφ = mcψ = −imcσ2φ+
T ≡ −imcσ2φ∗

which is Eq.(1.16) while the upper pair of equations in (11.4) is equivalent to the above.

In dealing with Majorana spinors it is useful to adopt the so called Majorana represen-

tation of the gamma matrices: γi will be again hermitean and γ0 antihermitean but now

all will be real.

γ1 =

(

0 −1

−1 0

)

, γ2 =

(

0 −iσ2
iσ2 0

)

, γ3 =

(

1 0

0 −1

)

, γ0 =

(

0 −σ3
σ3 0

)

≡ −iγ4.

γ5 = γ1γ1γ1γ4 = i

(

0 σ1

−σ1 0

)

. (11.5)

The following relations valid in the Majorana representation will be useful

γjT = γj ; γ0T = −γ0; γ4T = −γ4; γ5T = −γ5 .

In the Majorana representation the matrix A of (11.1) is simply the identity and thus a

Majorana spinor in the Majorana representation is described by an hermitean spinor.

To get acquainted with supersymmetry we examine now the Wess-Zumino model. In such

a model we have two boson fields, a scalar A and a pseudoscalar B and one Majorana

fermion λ, all massless.
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The Lagrangian of the Wess-Zumino model is

LWZ = −1

2
∂µA∂

µA− 1

2
∂µB∂

µB − 1

2
λ̄∂/λ.

As supersymmetry transformation is given by

δA =
1

2
ǭλ, δB = − i

2
ǭγ5λ, δλ =

1

2
(∂/A+ iγ5∂/B)ǫ

where ǫ is a constant real classical anticommuting spinor. Notice that ǭλ and −iǭγ5λ are

hermitean fields. The variation of the Lagrangian is

δL = δAL+ δBL

with

δAL = −1

2
∂µA ǭ∂µλ− 1

4
λ̄∂/ ∂/A ǫ+

1

4
ǭ∂/A∂/ λ.

δBL =
i

2
∂µB ǭγ5∂µλ+

i

4
λ̄γ5∂/ ∂/B ǫ− i

4
ǭγ5∂/B∂/ λ.

Thus the variation is not zero but is equal to a divergence; i.e. it is immediately shown

that

δAL = ∂µK
µ

with

Kµ = −1

4
ǭγµ∂/Aλ

and similarly one finds that

δBL = ∂µK
µ
5

with

Kµ
5 = − i

4
ǭγµγ5∂/Bλ.

Thus the action is invariant.

The chiral doublets A+iB, (1+γ5)λ and A−iB, (1−γ5)λ under a SUSY transformation,

transform into each other

δ(A+ iB) =
1

2
ǭ(1 + γ5)λ

δ(A− iB) =
1

2
ǭ(1− γ5)λ

δ(1 + γ5)λ =
1

2
(1 + γ5)∂/ (A + iB)ǫ

δ(1− γ5)λ =
1

2
(1− γ5)∂/ (A− iB)ǫ.

One notices that
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1) the SUSY transformations relate bosons with fermions.

2) Irreducible representation must involve at least a boson and a fermion.

3) ǫ is a (constant) spinor under Lorentz transformation if we have to maintain invariance

under Lorentz transformations.

4) In n = 4 the boson field has dimension A ∼ B ∼ l−1 ∼ m while the fermion λ ∼
m3/2 ∼ l−3/2 and thus from δA = 1

2
ǭλ we have ǫ ∼ m−1/2 ∼ l1/2

5) In δλ = boson× ǫ the gap in dimensions is filled by the derivative ∂ ∼ m ∼ l−1.

Most important is the following result: The commutator of two SUSY transformations is

a (global) space time translation. In a sense a SUSY transformation is the square root of

a space time translation.

We have in fact

δ2(δ1A) = δ2(
1

2
ǭ1λ) =

1

4
ǭ1(∂/A + iγ5∂/B)ǫ2

δ1(δ2A) = δ1(
1

2
ǭ2λ) =

1

4
ǭ2(∂/A + iγ5∂/B)ǫ1 =

1

4
ǭ1(−∂/A + iγ5∂/B)ǫ2

and thus

(δ2δ1 − δ1δ2)A =
1

2
ǭ1γ

µǫ2∂µA.

Similarly

(δ2δ1 − δ1δ2)B =
1

2
ǭ1γ

µǫ2∂µB

and thus the commutator is a space time translation by 1
2
ǭ1γ

µǫ2. Now the question is

(δ2δ1− δ1δ2)λ =
1

4
∂µ(ǭ2λ)γ

µǫ1− (1 ↔ 2)+
1

4
∂µ(ǭ2γ5λ)γ5γ

µǫ1− (1 ↔ 2) =
1

2
(ǭ1γ

µǫ2) ∂µλ ?

(11.6)

Not quite, as we shall see.

To proceed we shall need the Fierz rearrangement identity: Given spinors λ, χ, ψ, φ we

have

(λ̄χ)(ψ̄φ) = −1

4

∑

j

(λ̄Ojφ)(ψ̄Ojχ) (11.7)

with

Oj = {I, γa, 2iσab, iγ5γa, γ5} a, b = 1, 2, 3, 4, a < b .

The Oj are the 16 independent Dirac 4× 4 matrices, with

σab =
1

4
[γa, γb] ≡ 1

2
γab.

Oj are hermitean and orthonormal in the trace norm

1

4
Tr(OjOl) = δjl.
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Oj being a complete orthonormal set we have for any matrix M

M =
1

4

∑

j

OjTr(OjM).

Given the matrix Mγ
β = δγδ δ

α
β we have

δγδ δ
α
β =

1

4

∑

j

(Oj)
γ
β(O

j)αδ

because Tr(OjM) = (Oj)αδ . Multiplying the above by the spinors λ̄α, χ
β, ψ̄γ, φ

δ, and keep-

ing in mind anticommutativity we obtain Eq.(11.7). Eq.(11.7) is immediately generalized

to

(λ̄Mχ)(ψ̄Nφ) = −1

4

∑

j

(λ̄MOjNφ)(ψ̄Ojχ) (11.8)

by letting λ̄→ λ̄M and φ → Nφ.

We shall now prove by using the Fierz transformation that Eq.(11.6) holds on the equation

of motion for λ ( i.e. “on shell”).

For Majorana spinors (classical fields or operators) we have

ǭ2ǫ1 = ǭ1ǫ2

ǭ2γ
aǫ1 = −ǭ1γaǫ2

ǭ2γ5γ
aǫ1 = ǭ1γ5γ

aǫ2

ǭ2γ5ǫ1 = ǭ1γ5ǫ2

ǭ2σ
abǫ1 = −ǭ1σabǫ2. (11.9)

We go back now to Eq.(11.6). With χ̄ a dummy spinor

1

4
(χ̄γµǫ1)(ǭ2∂µλ)−

1

4
(χ̄γµγ5ǫ1)(ǭ2γ5∂µλ) =

= − 1

16
(ǭ2O

jǫ1)(χ̄γ
µOj∂µλ) +

1

16
(ǭ2O

jǫ1)(χ̄γ
µγ5O

jγ5∂µλ).

where in the first we used (11.8) with M = γµ, N = I and in the second again (11.8)

with M = γµγ5 and N = γ5.

Due to the relations (11.9) and antisymmetrization only Oj = γµ and Oj = 2iσµν con-

tribute and we are left with

− 1

16
(ǭ2γ

νǫ1)(χ̄γ
µγν∂µλ) +

1

4
(ǭ2σ

αβǫ1)(χ̄γ
µσαβ∂µλ)

+
1

16
(ǭ2γ

νǫ1)(χ̄γ
µγ5γνγ5∂µλ)−

1

4
(ǭ2σ

αβǫ1)(χ̄γ
µγ5σ

αβγ5∂µλ).
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The second and the fourth term cancel, while the first and the third sum together and we

are left with

−1

4
(ǭ2γ

νǫ1)(χ̄∂νλ)+
1

8
(ǭ2γ

νǫ1)(χ̄γν∂/λ)− (1 ↔ 2) =
1

2
(ǭ1γ

νǫ2)(χ̄∂νλ)−
1

4
(ǭ1γ

νǫ2)(χ̄γν∂/ λ).

Removing the dummy spinor χ Eq.(11.6) becomes

1

2
(ǭ1γ

νǫ2)∂νλ− 1

4
(ǭ1γ

νǫ2)γν∂/ λ

and thus it is the same translation on λ as on A and B provided we work on shell i.e. for

∂/ λ = 0.

11.2 Noether currents

Suppose that under a global i.e. ε(x) = const. transformation the Lagrangian varies by a

divergence i.e.

δL = ε ∂µK
µ.

Thus the action is invariant and the transformation is a symmetry transformation. We

want to compute how the action varies when ε is made space-time dependent. We have

δL =
∂L

∂φ
εφε +

∂L

∂∂µφ
∂µ(εφε) = (via eq. motion)

=
∂

∂xµ
(
∂L

∂∂µφ
ε φε) = ε

∂

∂xµ
(
∂L

∂∂µφ
φε) +

∂L

∂∂µφ
φε∂µε. (11.10)

We know that for ∂µε = 0 we have

δL = ε∂µK
µ

i.e. the conserved current

JµN =
∂L

∂∂µφ
φε −Kµ

and

∂µ

(

∂L

∂∂µφ
φε

)

− ∂µK
µ = 0 .

Coming back to Eq.(11.10) for non constant ε we have

δL = ε∂µK
µ +

∂L

∂∂µφ
φε∂µε

and thus

δI =

∫

d4xδL =

∫

d4x(ε∂µK
µ+

∂L

∂∂µφ
φε∂µε) =

∫

d4x(ε∂µK
µ+Kµ∂µε+J

µ
N∂µε) =

∫

d4x ∂µε J
µ
N
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i.e.

δI =

∫

d4x ∂µε J
µ
N

where JµN is the Noether current.

Thus given a theory invariant under a global transformation the obtained result gives a

hint on how to render the theory invariant under local transformations. In fact ∂µε is the

first term in the variation of a gauge field (1-form) under a gauge transformation. Thus

it is suggested to couple the previous theory to a gauge field Aµ described by a gauge

invariant Lagrangian LA and coupled to the field φ by the term

−
∫

dnxJµNAµ.

11.3 N = 1 supergravity

If we want to render a theory which is invariant under global supersymmetry transforma-

tions, invariant under local supersymmetry transformation the suggestion is to couple it

to a gauge field with the nature of a spinor 1-form, i.e. ψµdx
µ. We have already discussed

in Section 1.15 such a structure which describes, going over to irreducible representations,

a spin 3/2 particle, which will be the gravitino.

However it is immediately checked that the Rarita-Schwinger Lagrangian in presence of

mass is not invariant under the gauge transformation

ψµ → ψµ + ∂µǫ.

Thus we must deal with the massless Rarita-Schwinger field. In order to put to zero the

two unwanted spin 1/2 components of the field we have to impose a gauge condition. We

shall choose γµψµ = 0 which we proved to be always attainable. Such condition implies

through the equations of motion ∂µψ
µ = 0. In fact from

εµνρσγ5γν∂ρψσ = 0

we have with ε0123 = −1

0 =
1

2
εµνρσγ5(γµγν−γνγµ)∂ρψσ = −i(γργσ−γσγρ)∂ρψσ = −2i(γργσ−ηρσ)∂ρψσ = 2i∂µψ

µ.

We saw in Chapter 5 how one can formulate gravity both in the second and first order

formalism. The formalism which provides the simplest proof of the invariance of N = 1

gravity under supersymmetric transformations is the so called 1.5 formalism which we are

going to explain.
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We start from the first order action

SSG = SEC + SRS (11.11)

with

SEC = −1

8

∫

Rab ∧ ec ∧ edεabcd = −1

4

∫

e d4x Rab
µνe

µ
ae
ν
b

(ε0123 = 1) and SRS is the covariant transcription of the massless Rarita-Schwinger action

SRS =
i

2

∫

d4x εµνρσψ̄µγνγ5Dρψσ

where γν = γae
a
µ and for the Levi-Civita antisymmetric tensor we have according to section

(4.25) ε0123 = −1. For computational reasons the constants in front of the Einstein-Cartan

action is different from the one adopted in Section (5.4). The only thing that matters is

the ratio between the Einstein-Cartan and Rarita-Schwinger terms.

Dρ = ∂ρ + ωρ

with as in Section 5.8

ωρ = Γabρ Σab ≡ ωbaρ Σab

and

Σab =
1

8
(γaγb − γbγa) ≡

1

4
γab

and thus

ωρ =
1

4
Γabρ γab .

We already know that SEC is invariant under local Lorentz rotations and diffeomorphisms.

By construction SRS is invariant under local Lorentz rotations. With regard to diffeomor-

phisms, due to the presence of the antisymmetric symbol we have

εαβγδψ̄′
αγ

′
βγ5D

′
γψ

′
δ =

∂xµ

∂x′α
∂xν

∂x′β
∂xρ

∂x′γ
∂xσ

∂x′δ
εαβγδψ̄µγνγ5Dρψσ = det

(

∂x

∂x′

)

εµνρσψ̄µγνγ5Dρψσ

which makes the Rarita-Schwinger action invariant.

The torsion equation is

δΓSEC + δΓSRS = 0

δΓSEC = −1

8

∫

DδΓab ∧ ec ∧ edεabcd = −1

4

∫

δΓab ∧ Sc ∧ edεabcd =

= −1

8

∫

e d4x δΓabr S
c
mn εabcdε

rmnd = −1

8

∫

e d4x δΓabr S
c
msδ

rms
abc

while

δΓSRS =
i

8

∫

e d4x δΓabr ψ̄mγnγ5γabψsε
mnrs
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and thus

Scmnδ
rmn
abc = −iψ̄mγ5γnγabψsεmnrs = − i

2
ψ̄mγ5{γn, γab}ψsεmnrs

where the last expression is obtained by summing the second to the transposed and

dividing by 2.

Using the identity

γ5{γn, γab} = −2i εnabc γ
c (11.12)

the above equation becomes

Scmnδ
rmn
abc = ψ̄mγ

cψnδ
rmn
abc

trivially solved by

Scmn ≡ Dme
a
n −Dne

a
m = ψ̄mγ

cψn (11.13)

or

Sc = ψ̄µγ
cψν

dxµ ∧ dxν
2

.

But we know the solution of the torsion in terms of the torsion source to be unique and

thus the found solution is the unique solution.

Recalling an old result of Section 5.9 we have

Γabc = Γ[e]abc +
1

2
(Scab + Sacb − Sbca). (11.14)

The so called 1.5 formalism consists in the following: Substitute the expression (11.14),

where now Γ is function of the eaµ and of the field ψµ, in the Rab of the LEC i.e.

Rab = dΓab + (Γ ∧ Γ)ab

and in the RS action. Thus the 1.5 formalism is really a second order formalism with a

properly chosen Lagrangian. We can forget now how we arrived to the written Lagrangian.

The real point is to show that such a Lagrangian is invariant under 1) diffeomorphisms; 2)

local Lorentz transformations; 3) properly defined local supersymmetry transformations.

The invariance under 1) and 2) has already been proved. We come now to the local

supersymmetry transformations.

The transformations are given by

δQe
a
µ = ǭγaψµ (11.15)

and

δQψµ = Dµǫ ≡ (∂µ +
1

4
γabΓ

ab
µ )ǫ (11.16)
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where the last transformation is expected form the reasoning on the Noether currents.

The great advantage of the 1.5 formalism is the following: In varying the action (11.11)

under (11.15,11.16) we can ignore the variations of the connection induced by such vari-

ations because the connection solves the stationarity equation.

The variation of SEC under a variation of eaµ is given by

δSEC = −1

4

∫

Rab ∧ ec ∧ δedεabcd = −1

4

∫

Rab ∧ ec ∧ efεabcd δedµ eµf (11.17)

=
1

2

∫

eGa
be
µ
aδe

b
µd

4x =
1

2

∫

eGa
b ǭγ

bψad
4x (11.18)

and as already discussed we have ignored the variation induced on Γ.

With regard to the variation of the RS action we have

δQLRS = δQ(
i

2
εµνρσψ̄µγae

a
νγ5Dρψσ) =

=
i

2
εµνρσδQ(ψ̄µ)γae

a
νγ5Dρψσ +

i

2
εµνρσψ̄µγaδQ(e

a
ν)γ5Dρψσ +

i

2
εµνρσψ̄µγae

a
νγ5DρδQψσ.

Performing an integration by parts in the first term we obtain for the previous expression

− i

2
εµνρσ ǭγa(Dµe

a
ν)γ5Dρψσ −

i

2
εµνρσ ǭγae

a
νγ5DµDρψσ

+
i

2
εµνρσψ̄µγaδQ(e

a
ν)γ5Dρψσ +

i

2
εµνρσψ̄µγae

a
νγ5DρδQψσ . (11.19)

The first and the third term due to the torsion constraint (11.13) cancel i.e. we have

− εµνρσ (ψ̄µγ
aψν) (ǭγaγ5Dρψσ) + 2εµνρσ (ǭγaψν) (ψ̄µγaγ5Dρψσ) = 0 (11.20)

as can be proved by using the Fierz identity (11.7) on the second term of Eq.(11.20) with

λ̄ → ǭ, χ → γaψν , ψ̄ → ψ̄µ and φ → γaγ5Dρψσ keeping into account of the presence of

the antisymmetric symbol εµνρσ and of the properties (11.9). This is the only point in the

proof where the Fierz rearrangement occurs.

Thus the variation of the RS action, exploiting the antisymmetry of the ε symbol, and

taking into account the spinor nature of ǫ and on the ψσ, is given by

δQLRS =
i

4
εµνρσψ̄µγνγ5[Dρ, Dσ]ǫ−

i

4
εµνρσ ǭγνγ5[Dµ, Dρ]ψσ

=
i

4
εµνρσψ̄µγνγ5

1

4
γabǫ R

ab
ρσ −

i

4
εµνρσ ǭγνγ5

1

4
γabψσ R

ab
µρ

=
i

16
εµνρσ ǭγ5γνγabψσ R

ab
µρ +

i

16
εµνρσ ǭγ5γabγνψσ R

ab
µρ =

i

16
εµνρσ ǭγ5{γν, γab}ψσ Rab

µρ

=
ie

16
εmnrsǭγ5{γn, γab}ψsRab

mr . (11.21)



11.3. N = 1 SUPERGRAVITY 199

Using again the identity (11.12) we have

δLRS =
e

8
εmarsǭγbψs R

cd
mrεacdb =

e

8
Rcd
mrδ

mrs
cdb ǭγbψs = −e

2
Gs
b ǭγ

bψs

which cancels the variation of SEC.

In conclusion we have proven the invariance of SSG also under local supersymmetry trans-

formations.
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Chapter 12

Appendix

Derivation of the hamiltonian equations of motion and
of the Poisson algebra of the constraints

We give here the details of the derivation of the equations of motion and of the Poisson

algebra of the constraints in the hamiltonian formulation of general relativity. We saw in

Section 7.4 that the action in hamiltonian form is

SH =

∫

dt

∫

Σt

dDx(πij ḣij −NH −N iHi) + 2

∫

dt

∫

Bt

√
σ dD−1x (Nk − ri

πij√
h
Nj)

=

∫

dt L (12.1)

with

H =
√
h

(

−R+
Tr(ππ)

h
− π2

(D − 1)h

)

, Hi = −2
√
h Dj

(

πji√
h

)

ri being the outward pointing unit normal to Bt as a sub-manifold of Σt and k the extrinsic

curvature of intersection of Σt with B considered as a sub-manifold of Σt. The equations

of motion are obtained by setting to zero the variations w.r.t. the independent variables

which are N, N i, πij, hij . We recall that πij has to be understood as πilhlj and thus it

depends on hij and similarly for πij and that πij is not a tensor in D dimensions but a

tensorial density.

We recall that in the hamiltonian dynamics the variation with respect to the “coordinates”

hij , N,Ni has to be performed with vanishing variation at the boundary, while non such

restriction can be imposed on the variation of the conjugate momenta πij.

The variations w.r.t. N and N i give rise to the constraints

H = 0, Hi = 0
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To compute the variation w.r.t. πij and hij it is better to revert to the form

SH =

∫

dt

∫

Σt

dDx(πij ḣij −NH − 2πijDiNj) + 2

∫

dt

∫

Bt

√
σ dD−1x Nk (12.2)

The variation w.r.t. πij gives

0 =
δL

δπij
= ḣij −

2N√
h
(πij −

πhij
D − 1

)−DiNj −DjNi . (12.3)

Equation (12.3) is just the inversion of Eq.(7.16).

We come now to the variation w.r.t. hij . Repeating in our D-dimensional case the

procedure applied in Section 5.2 for the n-dimensional case, we have

δ(N
√
hR) = −δhijN

√
h(Rij − hij

2
R) +N

√
hDiv

i (12.4)

with

vi = δΓiklh
kl − δΓlklh

ki

where the connections appearing here are the connections on Σ i.e. computed in terms of

the metric hij.

The change in the connection induced by the change of the metric can be computed by

the following general procedure.

LetDl be the covariant derivative with the metric hij andDl+∆Γl the covariant derivative

with the metric h̄ij = hij +∆hij . Metric compatibility gives

0 = (Dl +∆Γl)h̄ij = Dl∆hij −∆Γkilh̄kj −∆Γkjlh̄ik ≡ Dl∆hij −∆Γjil −∆Γijl .

Then exploiting zero torsion i.e. the symmetry ∆Γijl = ∆Γilj we have the exact formula

∆Γlij =
1

2
h̄lk(Dj∆hik +Di∆hkj −Dk∆hij)

and for infinitesimal ∆hij

δΓlij =
1

2
hlk(Djδhik +Diδhkj −Dkδhij) (12.5)

giving

vi = Dkδh
ik − hikhmnDkδhmn .

Substituting we have

∫

N
√
hDiv

idDx =

∫

∂i(N
√
h vi)dxD −

∫ √
h(Dkδh

ik − hikhmnDkδhmn)DiNd
Dx .
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The first contribution is canceled by the variation of the boundary term in (12.2) as it

happens in the n-dimensional case of Section 6.3, while the second, integrated by parts,

gives
∫ √

h δhij(D
iDjN − hijDlDlN)dDx . (12.6)

We come now to the term

− N√
h

(

πijhilhjmπ
lm − (πijhij)

2

D − 1

)

.

The dependence on hij here is algebraic (no derivatives are present) and the variation is

easily computed to be

δhij

(

Nhij

2
√
h
(πklπkl −

π2

D − 1
)− 2N√

h
(πikπjk −

ππij

D − 1
)

)

. (12.7)

With regard to the term

− 2πijDiNj

using Eq.(12.5) for the variation of Di and using the diffeomorphism constraint Hi = 0

we have

δhij

(√
hDl

(

N lπij√
h

)

− πljDlN
i − πliDlN

j

)

. (12.8)

Summing (12.4) after using (12.6), to (12.7) and (12.8) we obtain Eq.(7.18) of Section

7.4.

We come now to the algebra of constraints.

{A,B} =

∫

dDy

(

δA

δhij(y)

δB

δπij(y)
− δA

δπij(y)

δB

δhij(y)

)

.

It is simpler to work with the constraints Hi and H weighted by test functions ( C∞
0

functions of x1 . . . xD) which we shall denote by N i(x), N(x) and N ′i(x), N ′(x) like e.g.

{
∫

N i(x)Hi(x)d
Dx,

∫

N l(x′)Hl(x
′)dDx′} .

We begin computing

{hij(x),
∫

N l(y)Hl(y)d
Dy} = −2

δ

δπij(x)

∫

dDy
√
h N l Dk

(

πkl√
h

)

= 2
δ

δπij(x)

∫

dDy πml(y)hlc(y)DmN
c = hil(x)DjN

l + hjl(x)DiN
l = LNhij(x) .
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In addition

{πij(x),
∫

N l(y)Hl(y)d
Dy} = 2

δ

δhij(x)

∫

dDyN l
√
hDk

(

πkl√
h

)

= −2
δ

δhij(x)

∫

dDy hnlπ
mnDmN

l .

Under a variation δhij of hij we have using the identity (12.5)

δ(−2

∫

dDyhnlπ
mnDmN

l) = −2

∫

dDy(δhnlπ
mnDmN

l +
1

2
πmsN lDlδhsm)

which after an integration by parts gives

∫

dDyδhmn
√
h(N lDl

πmn√
h

− πln√
h
DlN

m − πlm√
h
DlN

n +
πmn√
h
DlN

l)

=

∫

dDyδhmnLNπ
mn .

The reason for the last equality is that πij is not a tensor in D dimensions but a tensorial

density. Thus using

LN

√
h =

√
hDlN

l (12.9)

we have

LNπ
ij =

√
hLN

πij√
h
+
πij√
h
LN

√
h =

√
hLN

πij√
h
+ πijDlN

l .

Thus we found that
∫

dDyN l(y)Hl(y) generates the space diffeomorphisms on hij and on

πij and thus on any functional of hij and π
ij , in particular on the constraints Hi and H .

For the Hi we have

LNHi =
√
hLN

Hi√
h
+HiDlN

l = N l∂lHi +Hl∂iN
l +Hi∂lN

l .

Summarizing we found

{Hi(x),

∫

dDy N lHl} = N l∂lHi +Hl∂iN
l +Hi∂lN

l

which can be rewritten as

{Hi(x), Hj(x
′)} = Hi(x

′)∂jδ(x, x
′)−Hj(x)∂

′
iδ(x, x

′) .

With regard to

{H(x),

∫

dDy N lHl} = LNH(x)

we notice that H is a scalar density and thus

LNH(x) =
√
hN l∂l

H√
h
+

H√
h
LN

√
h = N l∂lH +H∂lN

l
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from which we have

{H(x), Hi(x
′)} = −H(x′)∂′iδ(x

′, x) .

The result is that the Poisson brackets with
∫

dDy N lHl is a canonical representation of

the algebra of the diffeomorphisms in D dimensions.

We come now to the P.B.

{
∫

dDxN(x)H(x),

∫

dDx′N ′(x′)H(x′)} .

We note that hij intervenes in H both in algebraic way and also in non algebraic way i.e.

through derivatives. On the other hand πij intervenes in H only in algebraic way. More-

over in the computation of the P.B. the algebraic-algebraic variation contribute always

zero because for

δH(x)

δhij(y)
= fhij (x)δ(x, y),

δH(x)

δπij(y)
= fπij (x)δ(x, y)

we have
∫

dDy(fhij(x)δ(x, y)fπij(x′)δ(x′, y)N(x)N ′(x′)

− fπij (x)δ(x, y)fhij(x
′)δ(x′, y)N(x)N ′(x′))dDx dDx′ = 0 .

Thus only the non algebraic contribution of the variation of hij combined with the (alge-

braic) contributions of the variation of πij contribute. The non algebraic contribution of

the variation of hij is given by Eq.(12.6)

−
∫

dDx
√
h δhij(D

iDjN − hijDlDlN) (12.10)

and thus we have
∫

dDy
δ
∫

dDxNH

δhij(y)

δ
∫

dDx′N ′H

δπij(y)

= −
∫

dDy
√
h (DiDjN − hijDlDlN) 2

(

πij√
h
− π hij

(D − 1)
√
h)

)

N ′

= 2

∫

dDy
√
hDiN Dj

(

πij√
h
N ′
)

.

Summing the second part of the P.B. (i.e. subtract exchanging N with N ′) and integrating

by parts we have

{
∫

dDxN(x)H(x)

∫

dDx′N ′(x′)H(x′)}

= 2

∫

dDy
√
h (N ′DiN −NDiN

′)Dj

(

πij√
h

)

=

∫

dDy (−N ′DiN +NDiN
′)H i

equivalent to

{H(x), H(x′)} = H i(x)∂iδ(x, x
′)−H i(x′)∂′iδ(x, x

′) .
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