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ABSTRACT

Measurements of the relative elemental and isotopic abundances of iron-group Galactic cosmic rays at ener-
gies of ~325 MeV per nucleon have been made using data collected from 1978 to 1981 by the high-energy
cosmic ray detector aboard the ISEE 3 spacecraft. Assuming a standard leaky box model of cosmic-ray pro-
pagation, it is found that the source abundance ratio of $°Ni/*®Ni is 1.07 + 0.39, which is a factor of 2.8 + 1.0
larger than the solar system value. Our measurements imply the presence of *°Co at the source, which can be
reconciled with the predictions of conventional nucleosynthesis models if there exists a time delay of 210° yr
between nucleosynthesis and acceleration. Most of the >*Mn produced by spallation during cosmic-ray propa-
gation in the Galaxy is found to have decayed to **Fe, indicating a confinement time of greater than 2 Myr.
The source ratio of **Fe/>°Fe corrected for the *Mn decay is 0.046 + 0.020, which is consistent with the solar
system value of 0.063. The source ratio >*Mn/3¢Fe = 0.025 + 0.010 is a factor of 2.1 + 0.8 greater than solar.
Also, the value of the Cr/Fe elemental ratio is found to be marginally enhanced. The isotope **Cr appears to
be present in the cosmic-ray source at almost the 95% confidence level. The limits obtained on the abun-
dances of the lighter iron-group elements at the source are Sc/Fe < 0.005, Ti/Fe < 0.007, and V/Fe < 0.005.

Subject headings: cosmic rays — ISM: abundances

1. INTRODUCTION

Cosmic-ray nuclei constitute one of the few samples of
Galactic matter from outside the solar system that is available
for direct analysis. As such, they contain a record of stellar
nucleosynthesis processes and Galactic chemical evolution
which may be potentially quite different from that found in
solar system (SS) material. Prior to arriving at Earth, these
particles undergo acceleration and may experience collisions
with atoms in the interstellar medium (ISM), resulting in
changes in spectra and composition. Detailed studies of
cosmic-ray composition, both elemental and isotopic, over a
wide range of energies and species are necessary to disentangle
the effects of these processes and reveal the composition of the
Galactic cosmic-ray source (GCRS).

Iron and nickel have special significance for understanding
the origin of cosmic rays. Produced under extreme conditions
in the final stages of stellar fusion reactions, SFe has the
largest binding energy per nucleon of all nuclides, and is gener-
ally thought to be synthesized as the unstable progenitor
species >®Ni. The mixture of Fe or Ni isotopes produced has
been shown to depend sensitively on the neutron excess 7 =
(n, — n,)/(n, + n,), where n, and n, are, respectively, the
neutron and proton densities (both free and bound in nuclei) of
the nucleosynthesis environment. In order to reproduce the
observed solar system abundances of these isotopes, particu-
larly the neutron-rich species *®Fe and %2Ni, a mixture of
material from at least two regions of very different values of 7 is
required for production under conditions of nuclear statistical
equilibrium (Hainebach et al. 1974). More detailed models of
explosive nucleosynthesis (Woosley, Arnett, & Clayton 1973;
Truran 1992) also require an additional source of *®Fe, such as
neutron-capture reactions on 3¢Fe (Lamb et al. 1977). Measur-
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ing the isotopic composition of Fe and Ni in cosmic rays
would shed light on how the nucleosynthetic history of these
particles differed from that of solar system material. Isotopic
anomalies in the form of excess abundances of neutron-rich
isotopes of Ne, Mg, and possibly Si have in fact been found in
the GCRS (see review by Mewaldt 1989), and the explanations
that have been proposed in terms of Galactic chemical evolu-
tion (Woosley & Weaver 1981), contributions from unusual
stellar sources such as Wolf-Rayet stars (Prantzos et al. 1985),
and unique conditions of solar system formation (Olive &
Schramm 1982) make some predictions as to what the Fe and
Ni isotopic composition should be.

Also of interest in the iron-group region are various radio-
active isotopes, the abundances of which provide information
about time scales associated with cosmic-ray processes. Above
energies of several hundred MeV per nucleon, cosmic-ray
nuclei are fully stripped of their orbital electrons and species
which decay only by the process of electron capture (ec) are
therefore stable. For ec isotopes such as *°Ni, 37Co, and 3°Ni
whose abundances at the source in the absence of ec decay are
expected to be large compared to secondary contributions
from the spallation of heavier species en route to Earth, abun-
dance measurements would serve to indicate how much time
these particles may have spent at low energies allowing decays
to take place before acceleration to higher energies where the
nuclei become fully stripped. Knowledge of this time scale
would help to distinguish whether cosmic rays are a sample of
freshly synthesized supernova ejecta or an accelerated sample
of the ISM. A second type of cosmic-ray clock consists of
secondary species that are unstable to § decay, such as **Mn
or the lighter species 1°Be, 26Al, and 3°Cl. The abundances of
these isotopes reflect the amount of time spent by the cosmic
rays in the ISM after acceleration and before loss from the
Galaxy.

Many aspects of the composition of iron-group cosmic rays
are incompletely known. Previous studies have established
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that the abundances relative to Fe of the subiron elements such
as Sc, Ti, and V are factors of ~ 1000, ~40, and ~ 200, respec-
tively, higher in the arriving cosmic rays than their correspond-
ing values in solar system material, due to the production of
these species by spallation reactions in collisions between
primary cosmic-ray Fe nuclei and interstellar gas atoms. The
source contributons to these species are entirely masked by
this secondary background.

Determinations have been made of the source abundances of
some of the Fe and Ni isotopes. In particular, it has been
demonstrated that 3°Fe is the dominant Fe isotope at the
cosmic-ray source (Mewaldt et al. 1980), as it is in the solar
system. The **Fe/5%Fe ratio at the source is consistent with the
solar value, with a large uncertainty. Both 38Ni and %°Ni are
present in the source (Tarlé, Ahlen, & Cartwright 1979; Young
et al. 1981).

Previous attempts to measure the confinement time of iron-
group cosmic rays using the >*Mn clock isotope have generally
been limited to elemental measurements (Koch et al. 1981) and
have proven inconclusive (Grove et al. 1991). Determining the
amount of **Mn decay is important, however, for the proper
interpretation of the measured *Fe abundance, since 3*Fe
would be produced by the B~ decay of 3*Mn (Grove et al.
1991).

No previous isotopically resolved measurements of the Co
composition exist, but an attempt has been made by Koch-
Miramond (1981) to determine the time delay between the
synthesis of iron-group elements and their acceleration to
cosmic-ray energies using the Co/Fe elemental abundance
ratio to essentially infer the amount of **Co present (Soutoul,
Cassé, & Juliusson 1978). This result has recently been called
into question by Webber & Gupta (1990) by using new values
for the Co production cross sections (Webber, Kish, & Schrier
1990b, c, d). Actual isotopic measurements would provide
important information to help resolve the issue.

We report observations of elemental and isotopic abun-
dances of iron-group cosmic rays made with an instrument on
the ISEE 3 spacecraft. These include new measurements of the
Fe isotopes with improved statistics as well as the first satellite-
based determination of the isotopic composition of Sc through
Mn and Ni. Also, the first reported measurement of the Co
isotopic composition is presented. Some of these results have
previously appeared in preliminary form (Leske & Wiedenbeck
1990; Wiedenbeck 1990), and the major isotopic results for
Mn, Fe, Co, and Ni have been reported by Leske, Milliken, &
Wiedenbeck (1992). In this paper we extend the analysis to
elements as light as Sc and include discussion of the elemental
abundances, as well as present the details of the data analysis
and propagation model used to derive the source abundances.

The organization of this paper is as follows. The instrument
used for these measurements is briefly described in § 2. The
data analysis is discussed in § 3, including descriptions of the
various corrections and consistency cuts applied to the data
and details of the peak shape model used in fitting the resulting
mass distributions. The observed elemental and isotopic com-
position of the arriving cosmic rays is presented in the tables
and figures of § 4. Section 5 gives the details of the propagation
model and the inferred source abundances, and includes dis-
cussions of our findings for the various species on an element-
by-element basis. Our major results are summarized in § 6.

2. INSTRUMENTATION

The instrument used for this analysis (Greiner, Bieser, &
Heckman 1978) was designed and constructed by the Uni-
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versity of California at Berkeley and flown aboard the Interna-
tional Sun-Earth Explorer 3 (ISEE 3) spacecraft. The data
discussed here were collected from 1978 August to 1981 April,
during which time the spacecraft was in a so-called halo orbit
about the inner Earth-Sun Lagrange point (L1).

A schematic cross section of the instrument is shown in
Figure 1. This instrument consists of three pairs of drift cham-
bers (labeled X1, Y1 through X3, Y3) followed by a stack of 10
lithium-drifted, silicon solid-state detectors (D1 through D10)
surrounded by a plastic scintillator shell (S) which serves as a
guard counter to tag particles which enter or exit the side of the
stack. Each silicon detector has an active area 44 mm in diam-
eter and is ~4.7 mm thick. Since each chamber is rotated by
90° from the previous one, the drift directions for the X2 and
Y2 chambers are oppositely directed from those of the front
and back chambers as indicated by arrows in Figure 1. The
chambers are not pulse-height analyzed; only timing informa-
tion is recorded using time-to-digital converters (TDCs), with
the start pulse produced by the coincidence of the first two
silicon detectors. X

For particles which stop in the instrument, corresponding to
an energy interval of 200—-450 MeV per nucleon for Fe nuclei, a
measurement of the energy loss rate AE is made in each silicon
detector through which the particle passes and the residual
energy E’ is obtained from the detector in which the particle
stops. Using position information from the drift chambers, the
trajectory of the particle can be determined and the angle of
incidence, 0, between the particle trajectory and the normal to
the detector surfaces can be found. This enables the AE mea-
surements to be corrected for the path length through the
detectors, and allows particle identification (both charge, Z,
and mass, M) using the standard dE/dx versus E’ technique (see
review by Goulding & Harvey 1975).

3. DATA ANALYSIS

3.1. Event Selection Criteria

In order for an event to be considered for analysis, it must
first satisfy an onboard coincidence between all six drift cham-
bers and the first two silicon detectors, with no signal in the
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F1G. 1—Schematic cross section of the ISEE 3 high-energy cosmic-ray
detector. Arrows on the drift chambers indicate the direction of electron drift
in each chamber.
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guard scintillator or the D10 detector. We impose the further
constraint that the particle must stop in D3 or deeper, since at
least two AE measurements are required to make charge con-
sistency cuts described in § 3.3. Also, we require that none of
the six drift chamber times be zero, and that the general
pattern of pulse heights in the silicon detector stack be consis-
tent with that of a single-particle event.

3.2. Trajectory Determination

Since particles with incidence angles of up to 50° are able to
satisfy the above requirements, path lengths through the
silicon detectors vary by factors as great as sec 50° = 1.56 and
thus determining and correcting for 6 is of paramount impor-
tance in interpreting the AE measurements. No position-
dependent mapping corrections to the silicon detector or drift
chamber signals are needed due to their known uniformity
(Walton et al. 1978; Greiner et al. 1977; Bieser et al. 1977),
therefore the absolute positions of individual tracks do not
need to be determined, and all that is required is a calculation
of 6 in terms of the six drift chamber TDC channel numbers.
Use of the measurements from the center pair of chambers is
complicated, however, by their inverted drift direction along
with observed time walk variation with pulse height in the drift
chambers. (As an example of this time walk, the mean drift time
averaged over all angles of incidence is 5% less for Fe nuclei
stopping in D3 than it is for Si nuclei with the same range).
Since a difference of two coordinate measurements is required
in calculating the angle, any offsets in the drift times will at
least partially cancel if the drift directions of both measure-
ments are the same but will add if the drift directions are
opposite. Precise determination of the amount of time walk
offset on an event by event basis is impossible due to the
absence of pulse height information from the drift chambers.
We therefore take advantage of the offset cancellation and use
only drift time measurements from the outer pairs of chambers
to determine 6 while incorporating measurements from the
center pair to apply a relatively loose trajectory consistency
cut.

3.2.1. Incidence Angle

Although the drift chambers were tested at a heavy ion
accelerator before flight, observed changes in their response,
possibly due to differences in the pressure and/or purity of the
gas filling between testing and launch, cause us to depend on
flight data for their calibration. Since the range of a particle of
charge Z and mass M scales from the range of a proton at the
same velocity by a factor of M/Z2, we have

M AE + E' !
LsecO=—; [R”<T+> - R,,(%):I , )]

where L is the thickness of the silicon detector used for the AE
measurement and R (E/M) is the range-energy relation for
protons in silicon (Andersen & Ziegler 1977, modified as
described in § 3.3). Therefore if Z and M of the particle were
somehow known, 6 could be ascertained from the silicon detec-
tor signals alone and compared to the set of measurements in
the drift chambers to establish a relation between the two.
Without a priori knowledge of Z, M, or 0, an iterative
approach is required. An initial estimate of Z for each event
may be obtained by numerically solving equation (1), using a
first approximation of sec 6 derived from simple geometrical
considerations and an approximation of the nuclear mass M
by a piecewise linear function M(Z) through the mean mass for
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each element. We then select those events due to an element
with good statistics and known to be dominated by a single
isotope (such as Fe), assign Z and M to the values appropriate
for that dominant isotope, and solve equation (1) for sec 6.
Assuming linearity between spatial positions in the chambers
and the corresponding TDC channel numbers, sec? § may be
expressed as a quadratic function of the TDC channel numbers
of the four outer chambers in terms of 11 unknown coefficients.
Using the value of sec? 0 from equation (1) as the dependent
variable, a least-squares fit is performed to solve for these coef-
ficients, treating them as independent parameters. This then
provides the desired relation between the TDC channel
numbers and sec 6. Iterating the above procedure improves the
determination of Z and M and thus allows a more reliable
selection of the events to be used in the fit.

In our analysis, this calibration procedure was carried out
separately for Fe and Si nuclei, and the coefficients obtained
for these two elements were found to differ by ~2%. Some
dependence on time, t, was also observed. The coefficients on
the terms linear in the position coordinates were found to vary
by ~10% over the ~980 day time interval, while those of the
quadratic terms were essentially constant. The final formula-
tion for sec 6 includes linear corrections in Z and t for the
observed variations of the coefficients.

3.2.2. Trajectory Consistency

Although positions in the middle pair of drift chambers
cannot be measured accurately enough relative to those in the
other chambers to improve the precision of the angle determi-
nation, they can be used to check that the inferred particle
trajectory was reasonably consistent with a single straight line.
Apparent inconsistencies may be caused by the passage of a
second particle, such as a proton, through a chamber within a
few us of a good event if it produces an inappropriate stop
pulse, or by pulse height fluctuations in the start signals and
proportional wire signals.

The consistency measure we calculate, x_,,, is defined as
Xoon = (X1 + X3) — X,, where x; is the measured position in
the Xi chamber. Parameterizing this relation in terms of the
three TDC channel numbers and four unknown coefficients
(including an offset), we solve for the best least-squares fit for
the coefficients which minimize x_,,. As was the case for the
angle determinations, corrections to the coefficients which are
piecewise linear in t and Z are derived. In addition, a depen-
dence on the D1 pulse height is found, apparently resulting
from time walk in the start signal. A similar procedure is used
to determine y., from the Y chamber coordinates.

After correction for the t, Z, and D1 pulse-height depen-
dences, the resulting x., and y., distributions are approx-
imately Gaussian in shape, with rms widths of 6, = 1.74 mm
and o, = 1.58 mm, respectively. About 30% of the events
failing a 4 ¢ cut in both x_,, and y,,, are found to be associated
with an abnormally low pulse height in D1 and are due to
particles which clip the edge of the D1 detector. The short D1
path length and low pulse height results in a late start signal
and causes the subsequent trajectory inconsistency.

3.3. Charge Determination

Unlike the case of the drift chambers, pre-flight pulser and
accelerator calibrations of the silicon detectors and associated
electronics have been found to be quite reliable. Only small
corrections (no larger than 0.5%) were required to balance
relative detector gains using flight data. Also, the response of
the detectors was stable throughout the flight.
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The charge determination makes use of equation (1), where
sec 0 is determined from the (now calibrated) drift chambers.
For the proton range-energy relation in silicon, we use the
expression for dE/dx provided by Andersen & Ziegler (1977),
which consists of the Bethe-Bloch formula for the energy loss
of charged particles together with an empirically derived term
for shell corrections in various media. We find that using this
expression (with standard Z2 scaling) results in a systematic
shift in the mass scale for calculations using ever increasing
numbers of AE detectors. In addition, the absolute mass scale
is in error by nearly one mass unit at Fe. By empirically adding
small velocity-dependent terms to the expression for dE/dx,
and adjusting the value of the effective ionization potential as
is commonly done to fit experimental data when deriving
range-energy tables (Ziegler 1980), both these problems are
reduced. The treatment of residual mass scale errors of ~0.2
amu is discussed in § 3.5 below. We scale the adjusted value of
dE/dx by (Z./Z)* at each energy, where Z is the effective
charge of a nucleus accounting for electron attachment at low
velocities, using the empirical formulation of Ziegler (1980).
Numerical integration of this scaled dE/dx produces a range-
energy table which serves as the function R (E/M) in equation
(D).
When calculating the charge, we use an approximate func-
tion for the mass, M(Z), as described in § 3.2.1. We also correct
the energy loss AE for unmeasured losses, E, in dead layers,
which are assumed to be 10 um thick for each detector. The
charge is calculated iteratively, updating the values of E and
M(Z) with each iteration.

The value of Z we use for the reported elemental abundances
is calculated using the energy in the detector in which the
particle stops as E’ and the energy in the detector immediately
preceeding the stop detector as AE. We also determine the
charge using two other combinations of energy measurements
to produce a charge consistency measure, Z ., = 2Z g
— Z1g)Z g+ Z,g), Where Z,,gp is calculated using the
energy deposited in D1 as AE with the sum of the energies in
D2 through the stop detector as E’, and Z, . is obtained using
the energy in the stop detector as E’ with the sum of the ener-
gies in all previous detectors as AE. A plot of Z_, versus Z for
events which satisfy the selection criteria and trajectory consis-
tency cuts is shown in Figure 2. Events with high (2 1%) values
of Z_,, generally have anomalously low values of Z, ;. and tend
to cluster into diagonal tails extending from the Z-associated
concentrations of events near Z_,, ~ 0, most notably from Fe.
Analysis of the trajectories for these events and their patterns
of pulse heights in the silicon detectors shows that they are due
to particles which exited the side of the stack and avoided
detection in the anticoincidence guards, some by passing
through the gap between D10 and the scintillator and others
by stopping in dead material (such as silicon detector mechani-
cal supports) before reaching the scintillator. Similarly, the par-
ticles which produce a low value of Z . (< —1%) are
primarily those which pass through the edge of the D1 detec-
tor, yielding an anomalously low value of Z,,; and, as
described earlier, poor trajectory consistency as well. In addi-
tion to these geometrical reasons for values of Z_, to be far
from zero, particles which undergo a charge-changing nuclear
interaction in the detector will have a poor charge consistency.

We select for further analysis only those events with values
of Z,,, within 4 ¢ of the mean, as indicated by the dashed lines
in Figure 2. The kink above Ni results from adopting the
average mean and standard deviation obtained from all higher
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F1G. 2.—Scatter plot of charge consistency (defined as the percent difference
between two calculations of the charge as described in the text) vs. charge. The
dashed lines indicate the 4 ¢ limit at which a data cut is made, where the
adopted value of o varies in a piecewise linear manner across the charge range.

Z events to improve the statistics, without accounting for what
may be a slight upward bend in the data. Note, however, that
even if the trend seen below Ni were extrapolated to the region
beyond Z = 28, no additional events would be rejected.

To summarize the results of the Z_,, x..,, and y.,, cuts, we
find a correlation between the trajectory consistency and
charge consistency, largely resulting from the use of D1 in the
drift chamber start signal. Most of the background is produced
by events that are not fully contained within the stack, and
rejection of such events is in no way charge-dependent. Of the
13,112 events (before restricting 6) with Z > 20.5 satisfying the
selection criteria of § 3.1, 69.3% remain after implementing
both the charge and trajectory consistency cuts at the 4 o level.

3.4. Mass Determination

The mass resolution of this instrument is dominated by
uncertainties in the trajectory determination and improves for
smaller values of 6 in a manner discussed in § 3.5. Using only
events with § < 15°, the charge resolution (6, = 0.072 charge
units at Fe) is such that an unambiguous determination of the
charge can be made and an integer value of Z assigned to each
event. Equation (1) is then solved for M, correcting for energy
losses in dead layers as before.

We calculate M for each remaining event using all possible
combinations of energy measurements which involve only one
AE detector, with the sum of the energies in all detectors
beyond the appropriate AE detector to the stop detector used
as E’ in each case. The mean value of the mass obtained was
found to vary slightly depending on the combination of detec-
tors used in the calculation and the range of the particle. A set
of small correction factors, typically less than 0.2% in size, was
empirically determined for each detector combination and
used to adjust the position of the mass peaks. The resulting
mass values were averaged, with each weighted by a factor
reflecting the measured relative resolution arising from the par-
ticular combination of energy measurements used in its calcu-
lation. By obtaining M in this manner, we not only utilize the
maximum amount of information possible from the measure-
ment, but we also can define a y? statistic relating each 1AE
mass calculation to the average of all such mass calculations
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for the event. For all isotopic measurements in this study, we
require that the probability of obtaining, by chance alone, a
value of y? less than the value calculated for the event be less
than 95%. Approximately 18% of the remaining events are
eliminated by this cut. The events removed include those
located at the bases of the tails in Figure 2 that survived the
much looser charge consistency cut, and possibly some due to
particles which underwent a neutron-stripping interaction.

3.5. Maximum Likelihood Parameter and Abundance Fits

The mass resolution obtained for iron-group species from
this instrument is ~0.60 amu, even after restricting 6 to less
than 15°. While sufficient for studying the relative abundances
of isotope pairs such as 3’Co and 3°Co with a 2 amu separa-
tion and little or no abundance of the intervening isotope, in
general this resolution results in considerable overlap between
adjacent peaks. To determine the relative abundance of each
isotope, maximum likelihood fits of the measured mass dis-
tributions were performed. A necessary prerequisite for this
procedure is a model of the peak shape for each isotope. We
find that each mass peak is well represented by a superposition
of Gaussians of unit area, one for each event in the peak, where
the mean and standard deviation of each Gaussian depend on
the values of Z and 6 of the event. This dependence may be
parameterized and the best values of these parameters over a
wide range of Z (14 <Z <28) and 0 (0° <6 <30° are
obtained from the maximum likelihood fits.

The calculated position of the mass peak was observed to
decrease slightly at larger values of 6 (by ~0.4% between
0=0° and 0 =15°) and was empirically corrected. The
resulting mass values differ by up to ~0.2 amu from the
expected integer values, with the amount of the deviation
depending on Z as shown in Figure 3. These deviations are fit
reasonably well by a parabola for 14 < Z < 28, as shown by
the solid curve in the figure, and appropriate shifts to the mass
scale are applied. In addition to such shifts of the entire mass
distribution of a particular element, we also considered the
possibility that the peak-to-peak spacing between the isotopes
within a distribution may differ from the nominal 1 amu. By
allowing this spacing to be a free parameter and using all
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F1G. 3.—Deviation from integer values of the mean position of the domi-
nant mass peak for each element, obtained by allowing the mass position to be
a free parameter in a maximum likelihood fit of the abundances. The best
parabolic fit to the region from Si to Ni is also shown (solid curve), along with
the 1 ¢ error limits (dashed curves).
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F1G. 4—Variation of the mass resolution 7,, with incidence angle 0, illus-
trating the linear relationship between c%; and sin? 26. For reference, the corre-
sponding value of 0 is shown across the top abscissa, and along the right
ordinate the value of o), is displayed. The data points represent measurements
of the width of the 3°Fe peak using 3° wide angle bins. The solid line is
obtained from parameters derived to fit all data from Z = 14 to 28 with
0 < 30° and is not specifically fit to the iron data shown here.

multi-isotope elements from Si to Ni, we find that this value is
consistent with 1 amu (0.995 + 0.015), with no discernible Z
dependence.

As noted previously, the mass resolution depends strongly
on the incidence angle 0. A straightforward calculation shows
that o,,(0), the contribution to the mass resolution due to tra-
jectory measurement errors, may be expressed as

oM \? 6x? + ox2
2 — 2 1 3
ul0) (6 sec 0) (6 sec 6) 4o — 1)2Az?

where dx; is the uncertainty on the measured position in the Xi
drift chamber and Az is the center-to-center spacing between
the X1 and X3 (or Y1 and Y3) chambers. This assumes that
0x, ~ dy,, 0x; ~ dy,, and that the proton range is written as a
power law in energy per nucleon with index a. We therefore
write 0%, = A% + B?M? sin? 26, where A includes all contribu-
tions to the resolution other than those due to angle uncer-
tainties and B is a constant. From the maximum likelihood fits,
we find that the value of 4 increases linearly with Z, while B is
constant, with a value of (2.77 + 0.08) x 102, Using the
known values for Az and «, and assuming dx, ~ dx;, we
obtain from equation (2) a position uncertainty of ~1.25 mm,
which is reasonably consistent with the known performance of
the drift chambers (Bieser et al. 1977). The agreement between
the model and the data is further illustrated in Figure 4, a plot
of 62, versus sin? 20 derived from measurements of the width
of the °Fe peak. Thus this simple model provides a good
qualitative and quantitative description of the angle depen-
dence of the mass resolution.

With the peak-shape parameters determined and fixed, the
maximum-likelihood fit calculations are repeated, solving only
for the relative isotopic abundances. The resulting errors on
these abundances represent a combination of both statistical
and fitting uncertainties. For dominant or well-separated
peaks, the errors are primarily statistical, while for low abun-
dance, unresolved species between higher abundance peaks,
fitting uncertainties (due to the changing contribution to the

M?sin220, (2)
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region of the small peak resulting from minor adjustments in
the abundances of the neighboring larger peaks) dominate the
uncertainties.

Once the mass abundances have been found using the
nominal set of peak-shape parameters, these parameters are
varied within their allowed 1 ¢ limits and the abundances
recalculated. Each parameter is varied independently, with the
resulting uncertainties on the abundances added in quadra-
ture. In general, these systematic errors are smaller by factors
of 5 to 10 than the combined statistical and fitting uncer-
tainties. The exception is Fe, where the two types of uncer-
tainties are comparable in size due to the good statistics.

3.6. Range-to-Energy and Interaction Corrections

In the instrument used for this investigation, the relative
abundance measurements are made over a common range
interval for all species. The ratio of the flux of species Z, M to
that of a reference species with charge Z,., and mass M, is
converted to that expected if the measurements had been made
over equal energy per nucleon intervals by an energy-interval
correction factor fg=(Z2%; M/Z*M,)#*V* Here it is
assumed that the spectral shapes are the same for both species,
at least over the energy interval of interest, that the proton
range-energy relationship may be expressed as a power law
with index a, and that the cosmic-ray flux exhibits a power-law
spectrum in energy per nucleon with index f. From the modi-
fied Andersen & Ziegler (1977) range-energy relation we find
o = 1.63 + 0.05 over the energy and charge interval relevant
here, and we take f = 0.0 + 0.2 (Simpson 1983; Tang 1990).
The resulting value of f; ranges from 0.95 for Ni/Fe to 1.14 for
Sc/Fe for elemental ratios and from 0.95 for *4Ti/*®Ti to 1.04
for $2Ni/*®Ni for isotopic ratios of the species under consider-
ation.

An additional small correction factor is applied to the
derived abundance ratios to account for the relative differences
in the nuclear interaction losses in the instrument for the
various species, using the mass-changing total cross section
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formula of Westfall et al. (1979). For isotopic ratios reported
here, this factor differs from unity by less than 1%, ranging
from 0.991 for **Ti/*®Ti to 1.008 for 2Ni/*®Ni. The correction
factor for elemental ratios, assuming a mean mass for each
element, has a somewhat greater range, varying from 0.977 for
Sc/Fe to 1.007 for Ni/Fe.

4. OBSERVED COMPOSITION

For the elemental analysis, we employ a 4 ¢ charge consis-
tency cut and 2.5 ¢ trajectory consistency (x.,, and y,,,) cuts,
and we restrict the incidence angle to 6 < 30°. This gives a
charge resolution of 0.10 charge units at iron, and results in the
charge histogram shown in the upper panel of Figure 5. Several
of the peaks, such as those for Ti, Cr, Mn, and Ni, appear
rather broad and non-Gaussian in shape due to the presence of
several isotopes. Notice also that a small peak is present at
Z ~ 30 (Zn). Of the three events with 28.5 < Z < 29.5, addi-
tional checks, such as the y? test of mass consistency described
in § 3.4, suggest that only one may be due to Cu, with the rest
more likely a 1ail on the Ni distribution.

In our earlier paper reporting results for Mn through Ni
(Leske et al. 1992), we used a looser trajectory consistency cut
of 4 6. While the charge abundances for the subiron elements
are found to change by only ~0.2 standard deviations when
the 4 o cut is tightened to the 2.5 o level, our older elemental
ratios for Co and Ni are about one standard deviation higher
than those reported here. We wish to emphasize, however, that
the abundance ratios for isotopes within any particular
element which we previously reported are completely unaf-
fected by making this cut more restrictive as none of the addi-
tional Co or Ni events rejected satisfy the incidence angle
requirements for inclusion in the mass analysis. The elemental
abundance ratios are found to remain essentially unchanged if
the cut is further tightened to the 1.5 ¢ level.

Table 1 lists the number of events for each element on which
the abundance determinations are based, and the derived rela-
tive charge abundances at ~ 325 MeV per nucleon at 1 AU,
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FIG. 5.—Measured charge histograms, with data cuts corresponding to those used for charge analysis (top panel) and mass analysis (bottom panel). Both sets
include a cut on Z,, at the +4 g level. The top set uses 2.5 o trajectory consistency cuts with 6 < 30°, while the bottom set employs 4 ¢ trajectory consistency cuts
with 6 < 15° and an additional 2 cut at the 95% probability level. Most of the differences in resolution and statistics between the two cases are due to the different §
cuts. Note the scale change above Z = 28.3 in the upper panel. The shape of the Fe peak is shown at a reduced scale in each panel. For Fe,a, = 0.10 charge units in
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TABLE 1

NUMBER OF ANALYZED EVENTS

EVENTS
ANALYSIS Sc Ti \% Cr Mn Fe Co Ni Cu Zn
Elemental® .......... 168 574 282 563 351 3831 33 194 1 3
Isotopic® ............ 55 170 76 186 102 582 12 52 . .

*Z ,cutat +4olevel;x ., and y., cutat +2.5¢ level; 6 < 30°.

b
Z
Fe, where 6 < 10° (1128 Fe events for 8 < 15°).

after applying the corrections of § 3.6, are listed in Table 2. We
compare our measurements with those made by other investi-
gators in Figure 6, where we also show, as a function of energy,
charge ratios expected if the cosmic-ray source abundances are
the same as those in the solar system, based on a propagation
model described in § 5.1. Some of these curves, such as that for
Mn, do not provide a good fit to the data, which suggests that
the source abundances may be nonsolar. For Cu and Zn, we
indicate the actual solar values instead of the propagated
values, since our propagation program is not equipped to treat
species with Z > 28. Since the destruction cross sections of Zn,
Cu, and Fe are similar, and since secondary contributions to
Cu and particularly Zn should be negligible, the results of a
proper propagation calculation would not be expected to differ
greatly from the solar value in any case. Our results are gener-
ally in good agreement with other measurements, particularly
the Voyager 2 results (allowing for the differences in solar
modulation, as shown by Ferrando et al. 1991) and the lower
energy HEAO 3 C2 data. Our Co/Fe value is a factor of ~1.7
(or 2.8 o) higher than the HEAO result. The value obtained is
consistent with that found using more restrictive cuts (Fig. 5,
bottom panel), and therefore this excess does not appear to
represent inadvertent identification of Fe or Ni events as Co.
Our Zn/Fe measurement represents the first satellite-based
determination of this ratio at low energies. While we cannot
rule out the solar value due to the large statistical errors, this
measurement agrees with the other higher energy results and
may support the finding that the cosmic-ray Zn/Fe source
ratio is substantially lower than the corresponding solar
system value (Tueller et al. 1979; Binns et al. 1981; Byrnak et
al. 1983). This depletion appears to be due to the well-known
correlation between elemental abundance and first ionization
potential (FIP), since Zn has a FIP value of 9.39 eV which is
above the break at ~8.5 eV (see review by Lund 1989). We

TABLE 2

CosMIC-RAY RELATIVE ELEMENTAL ABUNDANCES
AT 325 MeV PER NUCLEON NEAR EARTH (Fe = 100)

Element Measured Value Propagated Solar®

Scoiiiiinnn. 4.87 (+0.44, —0.37) 4.69

S U 16.30 (+0.84, —0.77) 16.37
Voo 7.87 (+0.53, —0.47) 7.54
Cro..cooeveens 15.27 (+0.74, —0.67) 14.07
Mn........... 9.38 (+0.56, —0.50) 8.08

Co ..oovennnnn 0.85 (+0.18, —0.13) 0.59
Ni.ooooooone. 4.82 (+0.39, —0.33) 4.85
Cu.......... <0.083 0.058°

Zn ........... 0.074 (+0.072, —0.022) 0.14°

2 Grevesse & Anders 1989; Anders & Ebihara 1982 source com-
position, assuming f~ decay of **Mn with /T, = 110.
® Solar value without propagation.

con CUt at +4 o level; x,,, and y,,, cut at +4 ¢ level; x> probability cut at 95%; 6 < 15°, except for

note that the other abundances considered here are not
expected to be affected by such fractionation, since the FIP
values for the elements involved range from 6.54 eV (Sc) to 7.87
eV (Fe).

For the mass analysis, the charge and trajectory consistency
cuts are made at the 4 o level and the y? requirement described
in § 3.4 is cut at the 95% probability level. We restrict the
incidence angle to less than 15° for all elements except Fe,
where we use 6 < 10° to improve the resolution. A charge
histogram of the remaining events (using 6 < 15° throughout)
is shown in the lower panel of Figure 5. Note the clean separa-
tion of the charge peaks, as well as pronounced structure in the
peaks due to individual isotopes. The mass distributions
obtained from this data set are shown in Figure 7, with the
total numbers of events appearing in each distribution listed in
Table 1. Superposed on the histograms are curves showing the
best fits derived for each isotope and the overall fitted distribu-
tion obtained using the maximum likelihood technique and
peak-shape model discussed in § 3.5. Due to the sensitivity of
the fitting technique to outlying events in tails, only events in
the region within + 1 amu of the mass of a stable or long-lived
isotope were used in determining the goodness of fit. This
restriction has a significant effect only on Co, where two of the
total 12 events fall below mass 56.0. The nature of these events
is unclear. Spillover from Fe would be expected to produce a
smooth tail on the Fe distribution, which is not seen (Fig. 5,
bottom). Also, if these events were due to Fe particles, their
calculated mass would be =60, which is highly unlikely. The
uncertainty in the identification of these events is reflected in a
corresponding increase in the error we quote for the measured
59Co/>"Co abundance ratio. Note that the fits shown are only
the best values obtained from the fitting procedure and give no
indication of the uncertainties, which can be considerable for
poorly separated isotopes. In Table 3 we list our measured
values of the isotopic fractions and in Table 4 the isotopic
ratios for each element, including the uncertainties, and
compare our measurements with the values expected for a pro-
pagated solar source composition. For some species, particu-
larly 35Fe, 3"Fe, and ®Fe, while our best-fit values differ from
zero by more than 2 o, the isotopes are not resolved into
distinct peaks and the accuracy of the abundance determi-
nations therefore depends strongly on the reliability of the
peak-shape model. Since we cannot be completely certain that
this model accurately represents any far tails of the 5°Fe dis-
tribution, we conservatively treat these measurements as upper
limits. Our measured mass fractions are compared with those
obtained by other investigators in Figure 8, and are found to
be generally similar to those expected for a solar source com-
position. The derived source abundances with their uncer-
tainties are presented in § 5.2, along with a discussion of the
deviations from solar abundances.

© American Astronomical Society ¢ Provided by the NASA Astrophysics Data System


http://adsabs.harvard.edu/abs/1993ApJ...405..567L

0.02 0.06

;HI‘ T K‘I—H'HI‘ T III[II' LA ’T”"[ 0 14 —I—UlT L I'IIIII T 1T IIIIIIMI I/IF|‘IIIII ]

n : - n e _

0.08- i Sc/Fe 4 g1af | A#j % .
0.06 |- ] 0.10 C | + .
0.04 1 0.08F .

® et 0.010 E .
2 [T e ™1 0.008F ]
Q‘g 0.16 0.006 |= -
© ~ 0.004 - 3
z oer 0.002f * ]
S 0.08¢ . .
2 004f 0.08 - Ni/Fe 4
< - 0.06 | 8
fg 0.10 4 0.041 .
[ - - -
E 0.08 1 0.02f ]
B 0061 _
9 - +0.0015 Cu/Fe
5 0.04 n
2 o - 0.0010 =
g 002+ l S Y e
b= HH——HHH—HHHHH—HHHH— 0.0005 ST
0.20} s
R *& Cr/Fe |
0.16 |- =
L 00015 ____ Zn/Fe
0.12+ B
0.08 - - 0.0010 + e
. — —
- 4 0.0005 |- & -
004 Tml ool cved vl vl ool vl 1y vl
102 108 10* 10° 102 108 10* 108

Kinetic Energy (MeV /nucleon)

F16. 6—Measured elemental abundance ratios as a function of energy per nucleon. Solid curves are propagation results assuming the cosmic-ray source
composition is solar and that t,,./T; (**Mn) = 110, with a solar modulation parameter of ¢ = 740 MV. Dashed lines for the Cu/Fe and Zn/Fe plots indicate actual
solar values without propagation. Horizontal errors are suppressed for clarity, and vertical error bars are omitted when smaller than the plotted symbol. Data points
shown with arrows to the right indicate values reported as integral measurements above the energy at which the point is shown. References for the data and
instruments used for the measurements are the following: ( filled circle) this work, ISEE 3; ( + ) Ferrando et al. (1991), Voyager 2; ( x ) Garcia-Munoz & Simpson
(1979), IMP 8; (triangle with point right) Young et al. (1981), balloon; (triangle with point left) Henkel et al. (1990), balloon; (diamond) Dwyer & Meyer (1987), balloon;
(open circle) Engelmann et al. (1990) and Byrnak et al. (1983), HEAO 3 C2; (square) Vylet et al. (1990) and Binns et al. (1981), HEAO 3 C3; (triangle with point up)
Webber (1982) and Lezniak & Webber (1978), balloon; (triangle with point down) Tueller et al. (1979), balloon.

],5 T T T T T T 20 T T T T T T T
15
10

10f

1

47 49 51 53

T T T T T

Co

42 44 46 481

49 51 53 55

T

Fe

Counts per 0.2 amu Bin

O = N W O
T
I

S NN AR O 00 O D
T

051753 55 57 53 55 57 59 55 57 59 61 57 59 61 63
Calculated Mass (amu)

F1G. 7—Measured mass histograms for the elements Sc through Ni. Smooth curves show the maximum likelihood fits used to obtain relative isotopic
abundances. Events more than one mass unit away from the mass of a stable or long-lived isotope are not included in the fits, as discussed in the text.

© American Astronomical Society ¢ Provided by the NASA Astrophysics Data System


http://adsabs.harvard.edu/abs/1993ApJ...405..567L

COMPOSITION OF GALACTIC COSMIC-RAY NUCLEI 575

T 1 I L
TABLE 3 1L 4
o CosMmic Ray IsoTopic COMPOSITION E ¢ Jqﬁk . 44*’* ’mit 3
0, AT 325 MeV PER NUCLEON NEAR EARTH: MAss FRACTIONS 1L % i EF )
) 107t Tf i ﬁf+ 3
! Ratio Measured Value Propagated Solar® E i T 7
0.015 (+0.013, —0.008) 0.0087 10-? —L T E
0.240 (+0.040, —0.039) 0.272 E T A% B
0.273 (+0.054, —0.057) 0.304 sl 1 1 1 L]
8-822b(+0.061, —0.054) 8(3)3(; 44 46 47 48 49 50 49 50 51
<0 - T T T T T T
0.063 (+0.026, —0.021) 0.0116 1 E— E
0.391 (+0.074, —0.073) 0.509 E ¢ -op— T 9 23
0.359 (+0.092, —0.088) 0337 f v b g g ]
0.250 (+0.073, —0.066) 0.155 1071 g T T E
0.206 (40.053, —0.042) 0.165 a E t 3
0.218 (+0.057, —0.056) 0.259 ',8 ol 7]
0.458 (+0.055, —0.055) 0457 g 107°F
0.089 (+0.040, —0.036) 0.085 £ EOr Mn 3
<0.052° 0.030 2 10-3 [ T B S [
0.421 (+0.057, —0.057) 0.458 § 50 51 52 53 54 53 54 55
<0.095 0.058 T T T T
0.538 (+0.058, —0.059) 0.484 3 e B v E
0.069 (+0.013, —0.012) 0.087 5 £ 3
<0.063° 0.036 7] L X9 1
0.815 (+0.024, —0.025) 0.852 s 107 F s = I i ¢ 3
<0.071° 0.022 = E [ 1: X j E
<0029° 0.0038 g 1 Y
0.32 (+0.25, —0.14) 0.52 1077 ¢
0.68 (+0.14, —0.26) 048 E Fe ]
0.408 (+0.095, —0.092) 0.654 10-3 | 1 ] 1
<0.20 0.019 54 55 56 57 58
0.447 (+0.118, —0.115) 0.260 1 T T T T T
<0073 0.017 e ’ E
<0.10° 0.037 K JERE DIk ’%‘? E
® Calculation assumes f~ decay of **Mn with 7, ./T;- = 110, solar ele- 1071 g 3
mental (Grevesse & Anders 1989) and isotopic (Anders & Ebihara 1982) E B
source composition. _a[ I ]
® Finite measurement was converted to upper limit. 10 E 3
r Co Ni ]
10- I B B ]
57 59 58 59 60 61 62
TABLE 4 Mass Number
Cosmic Ray Isotoric COMPOSITION F1G. 8.—Mass fractions measured in the arriving iron-group cosmic rays as
AT 325 MeV PER NUCLEON NEAR EARTH: Mass RATIOS obtained in this work compared with those previously determined by other
- investigators. Solid horizontal lines indicate the values expected from a propa-
Ratio Measured Value Propagated Solar® gation model assuming a solar source composition and a value of
A Tese/ Tp-(**Mn) = 110, consistent with the value obtained in this work. For Mn
::Tf/ :sz """"" 0.041 (+0.036, —0.023) 0.026 a;a Fe, dashed lines indicate the mass fractions expected from the model
47?/ 48Tf """"" 0.64 (+0.17, —0.16) 0.82 assuming 5*Mn is stable to B decay. The dotted lines for Co show the mass
wa/ 4s¥ """"" 0'73b(+0'26’ —023) 092 fractions expected if Co is purely secondary (Webber & Gupta 1990). Data
50_13/ 48,1,! """"" <0‘}9 022 points are arranged in order of increasing measurement energy. References for
49v1/5°vl (1’- 088 (*(')%076’ —3‘21-059) 0‘035 the data are the following: (filled circle) this work; (square) Webber (1981);
51V/ oy o (+0-4§’ _8'27) 326 (open circle) Young et al. (1981); (diamond) Mewaldt et al. (1980); (triangle with
5°C/ s ZC. ----- 0'45 (+0'14’ “0'11) 0.36 point right) Tarlé et al. (1979); ( x ) Hesse et al. (1991); (triangle with point left)
51 Cr/ 52 Cr """"" 0.48 (+ 0‘18, _0‘15) . 7 Grove et al. (1990). Errors shown on the Hesse et al. (1991) points are estimates
“Cll:; " ZC: """"" 0'194( ‘("+0 12)8— "o 2)84) g'f% of the statistical uncertainties only.
S4Cr/S2Cr......... <0.12° ' 0.066
54Mn/**Mn ...... <0.25 0.126
. INTERPRETATION D ION
:Mng:‘Mn ...... 1.28 (+0.32, —0.25) 1.06 5 TERPRETATION AND DISCUSSIO
ssgzﬁgz ......... <8.8§gb(+0.017, —0.015) g.égg 5.1. Propagation Model
57Fe/5Fe......... <0.089° 0.026 In order to understand the source composition of the
:zFe/’;Fe ......... <0.036" < 00045 observed cosmic rays and interpret the compositional changes
59§(i)//"§io ------- o224 -1 s that take place during transport, we performed numerical cal-
soNi/ssNi::::::::: 110 (+0.50, —0.35) 0398 culations of the effects of propagation using a standard leaky
SINi/*®Ni......... <0.19 0.026 box model, based on the formalism of Meneguzzi, Audouze, &
2Ni/>*Ni......... <0.28° 0.056 Reeves (1971). In this model, it is assumed that cosmic rays are
accelerated to high energies at their source and undergo no
* Calculation assumes f~ decay of **Mn with t,,/T;- = 110, solar ele- . . .
mental (Grevesse & Anders 1989) and isotopic (A;lsders & Ebihara 1982) further accele,ratlon during their SUbsequer,lt travel th"‘?“g_h ,the
source composition. Galaxy. During transport, fluxes are subject to modification
® Finite measurement was converted to upper limit. due to escape of particles from the Galaxy, radioactive decay
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1 (in the case of unstable species) from one species into another,
and interactions with the ISM, including both energy loss to
ionization of the interstellar matter and nuclear alterations in
spallation reactions. The secondary nucleus resulting from a
spallation reaction is assumed to have the same energy per
nucleon (or velocity) as the primary nucleus from which it was
produced.

The number density of hydrogen in the ISM is taken to be
0.3 atoms cm ™3, however this value is only important for
radioactive species and their daughters since the density (as
opposed to total grammage) only appears in terms involving
radioactive decay. Following Soutoul, Ferrando, & Webber
(1990), we adopt the value of 16% for the ionized fraction of
hydrogen in the ISM, which results in an increase of the energy
loss in the overall hydrogen component by a factor of 1.4 over
the losses in neutral hydrogen alone. We also include the effects
of energy losses in helium, and assume the ISM is 10% helium
by number (Meyer 1989).

We assume all species have identical source spectra, which
we take to be power laws in momentum per nucleon (as in
Ferrando et al. 1991) with an index of —2.3 (as in Grove et al.
1991). For the escape mean free path, A, we use a form
derived from the HEAO 3 C2 measurements (Engelmann et al.
1990), with parameters adjusted to accurately reproduce our
Sc + Ti + V/Fe ratio. The resulting expression is

A = {15.6/3 gecm™? for R <49 GV

4756R %7 gecm~2 for R > 49 GV, )
where f is the velocity divided by the speed of light and R is the
rigidity in GV. This path-length distribution was found to
provide a good fit to all our subiron secondaries at 325 MeV
per nucleon as well as to the HEAO 3 C2 measurements at
energies =5 GeV per nucleon, however it generally underesti-
mates the HEAO values in the energy range of ~1 to 5 GeV
per nucleon. To test the sensitivity of the resulting source
abundances to the choice of A,,,, we repeated the calculations
with a A, empirically adjusted to fit the 1-5 GeV per nucleon
measurements as well. The effect on the derived source abun-
dances was small compared to statistical errors (typically ~0.1
o), as is expected since measured elemental ratios at one energy
are relatively insensitive to the grammage encountered at
much higher energies.
Since most of the observed nuclei between Z =21 and
Z = 25 are products of spallation reactions, the nuclear inter-
action cross sections are vitally important for interpreting the
abundances of these species. For this analysis, we use the
formula based on recent measurements of Webber et al.
(1990a) for the asymptotic values of the total charge and mass-
changing cross sections in hydrogen and helium, together with
the energy dependence formulated by Letaw, Silberberg, &
Tsao (1983). For the partial fragmentation cross sections in
hydrogen, we use the formulae of Webber et al. (1990b, ¢, d)
and Webber (1991) and scale the resulting values to agree with
the cross sections measured by these authors at 600 MeV per
nucleon for those reactions where measurements are available.
Cross sections in helium are scaled from those in hydrogen
using the formulae of Ferrando et al. (1988) and Webber (1991).
Spallations to short-lived species unstable to g decay are also
treated; such species are assumed to instantly decay to their
stable, long-lived, or ec daughter species, with appropriate
branching ratios taken from Lederer & Shirley (1978). Values
of the “decayed” partial cross sections (applicable after the
short-lived B decays have taken place) obtained from the com-

puter code supplied by Webber (1991) or replaced by their
measured values are listed in Table 5.

While generally a small effect except at the very lowest ener-
gies, if an ec nucleus does attach an atomic electron from the
ISM, decay will be likely to occur for species with a mean ec
decay time short compared to the electron stripping time of
~10* yr (Wilson 1978). Our calculations therefore include the
production and loss of both fully stripped atoms and those
with one electron attached for each species. The formulae for
the electron stripping and attachment cross sections are taken
primarily from Crawford (1979), with the expression for the
radiative attachment cross section corrected as in Wilson
(1978) and Pratt, Ron, & Tseng (1973).

Before being detected at 1 AU, the cosmic-ray particles must
enter the heliosphere, where they encounter the outward
flowing solar wind and magnetic fields and experience rigidity-
dependent deceleration. In our calculations, the effect of this
solar modulation on the interstellar particle fluxes is taken into
account by using the approach of Fisk (1971) to solve the
spherically symmetric Fokker-Planck equation which includes
treatment of the processes of diffusion, convection, and adia-
batic deceleration under steady-state conditions. The diffusion
coefficient which we use is taken to be directly proportional to
the product of the particle velocity and rigidity, and indepen-
dent of position within the heliosphere. The level of solar activ-
ity increased considerably during the interval of our
measurements. Using the results of Garcia-Munoz et al. (1987),
we estimate that the average level of solar modulation appro-
priate for the time period of our data corresponds to an
average energy loss of ® = 370 MeV per nucleon for particles
with M/Z = 2. We allow for a +20% uncertainty on this value
to account for the changing level of modulation during our
observations, and find that the error introduced by this uncer-
tainty on the derived source abundances is typically much
smaller (~ 0.1 o) than the statistical errors.

5.2. Source Abundances

To derive source isotopic abundances from measurements of
the arriving cosmic rays, the propagation calculations must
somehow be inverted. This is most easily done by forward
propagating a collection of individual sources, each consisting
of a single stable or long-lived isotope from $*Ni to *3Sc, to
construct a matrix which may be inverted. The source abun-
dances obtained are listed in Table 6, with errors due to uncer-
tainties on the measurements combined with those associated
with the uncertainty in the level of solar modulation. Our
derived source values for the Fe and Ni isotopic ratios are
shown in Figure 9, where they are compared with those
obtained by other investigators, with the solar values, and with
the values predicted by two models proposed to explain the
anomalous isotopic composition of cosmic-ray Ne, Mg, and Si.

To calculate source elemental abundances, an elemental
propagation matrix is generated from the isotopic matrix by
adding the contributions from all isotopes of an element using
a weighted average based on either derived source isotopic
abundances or solar system values. The resulting abundances,
with errors reflecting uncertainties in the measurements and in
the source isotopic composition, are included in Table 6 and
compared with those found by others in Figure 10.

5.2.1. Nickel

From Table 6, we find that the elemental ratio Ni/Fe at the
cosmic-ray source is essentially the same as that in the solar
system. This similarity extends to the isotopic composition in
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TABLE 5
I DECAYED CROSS SECTIONS ON HYDROGEN AT 600 MeV PER NUCLEON, IN MILLIBARNS

gl

E}: PARENT

L

DAUGHTER 52Ni SINi 5ONj S9Ni 58Ni 59Co 57Co 58Fe 57Fe 56Fe S5Fe S4Fe 55Mn 54Mn

INi........... 210.2 0 0 0 0 0 0 0 0 0 0 0 0 0
SONi....enennes 413 179.4 0 0 0 0 0 0 0 0 0 0 0 0
SONi o, 43 233 1024 0 0 0 0 0 0 0 0 0 0 0
SBNi oo 0.0 3.6 194 74.2 0 0 0 0 0 0 0 0 0 0
59Co ..ivnennnn. 60.0 319 50.0 0 0 0 0 0 0 0 0 0 0 0
57CO e, 25.1 37.1 53.1 72.3 119.1 14.0 0 0 0 0 0 0 0 0
S8F€ i, 89.9 88.3 56.4 55.0 0 1222 0 0 0 0 0 0 0 0
S Y 41.6 54.7 54.3 15.1 0 61.7 0 115.7 0 0 0 0 0 0
SOF€ ovvnnnnnn. 28.2 51.6 81.3 83.3 76.6 46.6 103.1 28.5 107.0 0 0 0 0 0
) S 4.1 13.1 32.6 49.8 66.4 13.3 629 4.6 16.4 59.3 0 0 0 0
S4Fe i, 0.3 1.7 6.8 16.1 223 1.7 18.8 0.2 39 12.2 4.5 0 0 0
55Mn........... 174 13.2 9.7 53 2.7 174 144 29.9 22.1 353 0 0 0 0
Mn........... 25.0 26.2 25.5 18.2 12.0 31.6 223 337 379 423 389 0 78.8 0
53Mn........... 18.7 25.2 31.8 30.9 26.4 27.7 35.7 19.6 29.5 422 55.6 74.3 18.7 62.4
S4CT i 11.1 6.1 2.7 0.8 0.2 74 0.9 16.3 9.1 30 0 0 34.8 0
(O ST 242 20.2 135 6.0 21 23.6 71 324 279 11.5 13.6 0 330 38.7
S2Croceininnn.. 30.7 41.0 47.8 409 332 45.2 46.2 358 494 55.0 54.2 724 48.7 64.4
SICT vl 10.7 21.1 339 37.2 333 22.6 41.6 113 239 41.1 46.2 424 249 438
S0Cr i, 19 5.6 134 214 26.5 58 23.6 1.8 6.0 24.1 259 332 6.0 16.1
SV e, 7.6 5.6 4.0 2.3 1.1 72 29 13.1 9.7 6.8 38 1.8 13.6 94
OV i, 16.8 16.2 14.7 10.8 6.8 19.6 13.1 240 24.1 251 16.2 9.9 29.6 27.8
OV il 169 21.3 26.1 28.0 28.7 24.0 322 20.1 26.8 37.3 37.1 37.8 289 383
5 S T 34 1.7 0.7 0.2 0.1 2.1 03 54 2.6 12 0.3 0.1 34 14
OTi i, 125 89 54 2.5 0.9 10.8 3.0 18.1 13.2 7.0 3.7 13 16.3 9.9
BT i 26.4 31.1 339 31.2 25.3 353 358 33.0 39.7 42.0 409 335 44.2 49.2
Ti v 15.8 22.7 29.7 31.6 26.9 25.8 36.3 204 29.2 36.9 41.6 35.6 332 439
YOTi i, 123 154 20.8 26.0 26.0 18.0 30.1 17.7 21.4 31.6 350 35.1 25.8 33.2
T 0.0 0.1 0.3 1.0 22 0.1 1.1 0.0 0.1 0.7 1.2 2.8 0.1 0.4
8¢ i 16.3 17.4 194 22.1 22.0 20.6 26.1 227 244 28.8 309 304 289 324

TABLE S5—Continued

PARENT
DAUGHTER 53Mn S4Cr 53Cr 52Cr SiCr 50Cr sty soy hed % SoTi 49Ti 48Ti 47T 46Tj
SINi .. 0 0 0 0 0 0 0 0 0 0 0 0 0 0
SONj .. 0 0 0 0 0 0 0 0 0 0 0 0 0 0
59Ni .. 0 0 0 0 0 0 0 0 0 0 0 0 0 0
58Ni .... 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 111.1 0 0 0 0 0 0 0 0 0 0 0 0
90.4 326 108.0 0 0 0 0 0 0 0 0 1] 0 0
63.0 5.0 21.2 65.7 0 0 0 0 0 0 0 0 0 0
29.9 1.6 42 173 51.0 0 0 0 0 0 0 0 1] 1]
12.8 253 19.1 344 0 0 0 0 0 0 0 0 0 0
204 32.8 36.2 35.2 379 0 75.3 0 0 0 0 0 0 0
425 19.3 29.9 43.0 60.2 794 23.6 68.8 0 0 0 0 0 0
04 9.2 4.5 3.1 0 0 37.8 0 0 0 0 0 0 0
4.6 272 20.3 12.5 12.1 0 25.6 420 0 110.6 0 0 0 0
46.3 39.8 489 54.8 52.1 64.3 50.5 64.7 100.2 37.6 108.2 0 0 0
47.6 2717 38.0 50.0 54.3 46.6 443 579 83.0 29.6 439 105.7 0 0
40.8 26.8 315 39.5 479 474 38.8 47.7 58.8 383 422 56.1 99.2 0
12 0.0 0.1 0.4 1.3 34 01 0.3 13 0.0 0.1 03 2.8 11.5
36.7 30.1 33.7 38.5 43.8 42.5 384 452 52.3 352 422 51.5 80.5 89.9
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TABLE 6
CosMic-RAY SOURCE COMPOSITION

Ratio Derived Value Solar®
“4Ti/>¢Fe ......... <0.0040 0
46Ti/56Fe ......... ~0b 0.00024
4TTi/¢Fe ......... <0.0030 0.00022
48Ti/>¢Fe ......... <0.020 0.0021
49Ti/>6Fe ......... ~0° 0.00016
50Ti/3%Fe ......... 0.0084 (+0.0044, —0.0037) 0.00015
49V/56Fe.......... ~Q° 0
S0V/5¢Fe.......... <0.010 0.0000009
S1y/5Fe.......... 0.0083 (+0.0065, —0.0058) 0.00035
5°Cr/*¢Fe......... 0.0115 (+0.0099, —0.0080) 0.00071
S1Cr/5¢Fe......... <0.0071 0
52Cr/%%Fe......... 0.021 (+0.011, —0.011) 0.014
53Cr/%Fe......... <0.0089 0.0016
S4Cr/%%Fe......... <0.0038 0.00039
53Mn/%Fe ....... <0.013 0
54Mn/56F¢ ....... <0.036° 0
55Mn/*Fe ....... 0.025 (+0.010, —0.010) 0.012
54Fe/¢Fe......... 0.046 (+0.020, —0.020) 0.063
55Fe/5Fe......... <0.039 0
5TFe/5Fe.......... <0.082 0.023

<0.032 0.0032
<0.0035 0
0.0061 (+0.0022, —0.0030) 0.0027
0.0261 (+0.0066, —0.0063) 0.0408
<0.011 0
0.0280 (+0.0079, —0.0076) 0.0156
<0.0041 0.00067
<0.0063 0.0021
<0.42 . 0
1.07 (+ 041, —0.39) 0.382
<0.16 0.017
<0.24 0.053
<0.005 0.00004
<0.007 0.0027
<0.005 0.00033
0.0229 (+0.0072, —0.0066) 0.0150
0.0225 (+0.0090, —0.0090) 0.0106
0.0053 (+0.0020, —0.0014) 0.0025
0.0545 (+0.0045, —0.0039) 0.0543

2 Grevesse & Anders 1989; Anders & Ebihara 1982.
b Best-fit value negative by slightly more than 1 o.
¢ Assuming t,,./T,-(**Mn) = 110.

esc!

the sense that most of the Ni is in the form of 3®Ni and ¢°Ni,
both of which we determine to be present in the source with
values ~4 ¢ greater than zero. We find, however, that the
60Ni/*8Ni ratio is enhanced by a factor of 2.8 + 1.0 over the
solar system value. Young et al. (1981) reported a similar
enhancement, and while the value found by Tarlé et al. (1979) is
not inconsistent with such an enhancement, it also does not
rule out the solar value. Examining the abundances of the
individual Ni isotopes relative to 3°Fe, we see that our data
indicate that °°Ni/>°Fe is enhanced by a factor of 1.8 + 0.5
relative to solar, while the 8Ni/*¢Fe ratio is actually less than
the solar value by a factor of 1.6 + 0.3, with the absolute
amount of ®°Ni excess numerically equal (within rather large
uncertainties) to the amount of 5®Ni depletion. A similar
pattern of enhanced %°Ni and depleted 3®Ni, with lower signifi-
cance, was noted by Young et al. (1981). Such a trend might be
explained within the context of the simple model of nuclear
statistical equilibrium nucleosynthesis of Hainebach et al.
(1974) by production in an environment of relatively high
neutron excess compared to that in which most of the solar
system material was synthesized, with a zone where
n =~ 0.07 + 0.01 reasonably consistent with our Ni data. No
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F1G. 9—Derived relative abundances at the Galactic cosmic-ray source for
Fe and Ni isotopes. Shown for comparison are the solar system abundances
(Anders & Ebihara 1982, solid lines), as well as predicted enhancements in the
cosmic ray source based on the Wolf-Rayet model (Prantzos et al. 1985, dotted
lines), and the supermetallicity model (Woosley & Weaver 1981, dashed line).
Data points are displayed in order of increasing measurement energy. Symbols
and references for the data are the same as in Figure 8, with errors shown as
adjusted by Mewaldt (1989). The rectangular box at the left of the 3*Fe/*¢Fe
measurements shows the value and error range for the *Fe/5Fe ratio that we
would obtain if *Mn were assumed stable in the propagation calculations, to
facilitate comparison with the other results which were presumably obtained
under the same assumptions.

single zone, however, reproduces the nearly equal abundances
of °®Ni and °°Ni we observe without overproducing both
species with respect to *Fe.

The derived source abundance of the ec isotope *°Ni is
found to be consistent with zero, however the upper limit of
59Ni/*®Ni < 0.42 is rather high. Even if the solar system abun-
dance of *°Co (Anders & Ebihara 1982; Grevesse & Anders
1989), the daughter of 3°Ni decay, were present at the source in
undecayed form as °Ni, the *°Ni/*®Ni source ratio would
only be 0.067. Therefore we are unable to determine, from the
measured °Ni abundance, whether any 3°Ni decay has taken
place prior to acceleration (however, see § 5.2.2 for evidence
based on the abundance of the daughter nuclide). For the
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F1G. 10—Derived relative elemental abundances at the Galactic cosmic-
ray source. Horizontal lines indicate the solar system abundances (Grevesse &
Anders 1989), and the dotted line shows the abundance predicted by the
Wolf-Rayet model (Prantzos et al. 1985). References for the data are the follow-
ing: (filled circle) this work; ( x ) Garcia-Munoz & Simpson (1979); (square)
Webber (1982); (triangle with point right) Dwyer & Meyer (1985); (diamond)
Mewaldt & Webber (1990); (open circle) Engelmann et al. (1990); (triangle with
point left) Binns et al. (1981).
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heavier Ni isotopes we also have only upper limits on source
abundances. The values of °!Ni/>®Ni and %2Ni/*®Ni are no
greater than ~ 10 and 5 times their solar system values, respec-
tively. Measurements with much better statistics and
resolution would be needed to test the prediction of the Wolf-
Rayet (W-R) model (Prantzos et al. 1985) of an enhancement of
61Ni/5®Ni by a factor of 1.4 over solar.

5.2.2. Cobalt

Our elemental ratio of Co/Fe at the source, 0.0053%3:9929, is
2.123-8 times the solar value. This is considerably higher than
the value of 0.0019 + 0.0006 derived from the HEAO 3 C2
measurements (Engelmann et al. 1990) and reflects the fact that
our measured value at 1 AU is a factor of 1.7 higher than theirs.
As illustrated in Figure 10, an enhancement in the cosmic-ray
Co abundance by a factor of 1.4 is predicted by the Wolf-Rayet
model of Prantzos et al. (1985), assuming that the contribution
from the winds of W-R stars is diluted by enough “normal”
material to account for the observed 22Ne excess, and that the
dilution factor for high-FIP elements such as Ne is the same as
that for low-FIP elements such as Co (Meyer 1985a; Prantzos,
Arnould, & Arcoragi 1987).

The Co and Ni abundances can be used to address the ques-
tion of the value of the time delay 6t between nucleosynthesis
and cosmic-ray acceleration. If iron-group cosmic-ray nuclei
are created by nucleosynthesis processes similar to those
responsible for the production of the solar system material
(Hainebach et al. 1974; Truran 1992), Co isotopes would be
produced initially as radioactive isotopes of Ni or higher Z
elements. The isotopes 3'Ni (T;,, = 36 hr), *’Co (T, = 0.74
yr), and 3°Ni (Ty,, = 7.5 x 10* yr) decay only by the process of
electron capture. Once accelerated and fully stripped, these
species are stable and their relative abundances are frozen at
those prevailing at time dt, subject only to further modification
by propagation. The variation of the Ni and Co elemental and
isotopic source abundances with 4t is illustrated by Soutoul et
al. (1978).

Previous attempts to use Co to determine 6t have been
limited to elemental measurements. Koch-Miramond (1981)
interpreted the measured HEAO 3 C2 value as evidence for a
long delay time (210° yr), while Webber & Gupta (1990),
using new cross sections, concluded from the same data set
that the arriving Co may be almost purely secondary, with
little or no component of primary Co, and estimate that
4 < 6t < 3 x 10* yr. Based on this time delay, these authors
predict that the isotopic ratio should be *°Co/*’Co ~ 0.43 as
opposed to the value of 0.93 we expect at our measurement
energy if the delay time is long and the Co/Ni source ratio is
the same as that found in solar system material. Clearly the
best way to resolve the ambiguity in interpreting the Co abun-
dance data is to make measurements of the Co isotopic com-
position. A

We find that the ratio of °Co/*’Co in the arriving cosmic
rays is 22124, a factor of 5.173:$ above that predicted by
Webber & Gupta (1990) based on their assumption that all the
Co is secondary. Our propagation calculation shows that the
abundance ratio 3°Co/°SFe at the source differs from zero by 2
o, while the 3"Co abundance is consistent with zero. Therefore,
while we have no direct evidence for the decay of *°Ni, we do
have direct measurements showing that 3°Co is present in the
arriving cosmic rays, with an abundance too great to be purely
secondary. If the production of mass 59 species in the cosmic-
ray source material occurred by a process similar to that which
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reproduces solar system abundances, the presence of signifi-
cant amounts of >°Co can only mean that 5t 2 10° yr, since the
synthesized mass 59 species (*°Cu or 3°Zn, Truran 1992) must
have decayed through 3°Ni. Such a delay would lend support
to the idea that cosmic rays represent an accelerated sample of
interstellar matter or coronal material from cool stars (Meyer
1985b), rather than directly accelerated ejecta of supernovae.
Of course, if synthesis takes place by some different process in
which %°Co is directly produced, no information on delay
times can be deduced from a measurement of the 3°Co abun-
dance. A precise determination of the *°Ni abundance should
help to clarify the situation.

5.2.3. Iron and Manganese

As shown in Figure 9, we obtain only upper limits for the
abundances of the heavier Fe isotopes 3'Fe and 38Fe. Our
limits are comparable to the best previously reported
(Mewaldt et al. 1980; Webber 1981) and allow for possible
enhancements over the solar system values by factors of up to
3.5 and 10 for *’Fe/5°Fe and *8Fe/*°Fe, respectively. As was
the case for ®'Ni, a predicted enhancement of 58Fe/>Fe by a
factor of 1.8 over solar following from the Wolf-Rayet model
(Prantzos et al. 1985) is beyond our limit of detection. Our
inferred source abundance of the ec species >*Fe is consistent
with zero.

The determination of the **Fe source abundance depends
critically on evaluating how much of the observed 3*Fe was
produced as the daughter of *Mn B~ decay (Grove et al.
1991). This assessment is difficult since the half-life T;-(**Mn)
for the B~ decay of *Mn is very poorly known. In the labor-
atory, >**Mn decays predominantly by electron capture with a
half-life of 312 days. When stripped of its orbital electrons as in
cosmic rays, decay is still energetically possible by both §~ and
B branches. The B~ branch is expected to dominate, with a
partial half-life estimated on theoretical grounds by Cassé
(1973) to be within a factor of 2 of 2 Myr, although Wilson
(1978) states that the actual uncertainties are larger, with
values from 0.065 to 9.8 Myr possible. Sur et al. (1989) measure
a lower limit for T;, of 2 x 107 yr, from which they infer a
lower limit of 4 x 10* yr for T;-.

The uncertainty in the value of T;- presently prevents the
use of *Mn as an absolute chronometer for measuring the
mean escape time, 7., of iron-group cosmic rays from the
Galaxy (Cassé 1973), and has led to some disagreement over
whether *Mn decays to any extent during propagation. Koch
et al. (1981) reported that the flatness of the Mn/Fe elemental
abundance ratio as a function of energy as measured by HEAO
3 C2 suggested the decay of **Mn with a half-life of ~1-2 Myr,
however, using different cross sections with the same data set,
Ormes & Protheroe (1981) concluded that there is no evidence
for any **Mn decay. In both cases, the assumption was made
that the Mn/Fe source ratio is similar to that of solar system
material (Mewaldt 1981). Taking into account the uncer-
tainties in both the Mn source abundance and T;-(**Mn),
Grove et al. (1991) demonstrated that presently available mea-
surements of elemental ratios do not provide enough informa-
tion to decide whether *Mn decays or not, and conclude that
isotopic measurements are necessary to resolve the question.
As shown in Figure 8, our upper limit for **Mn/**Mn at 1 AU
is a factor of 3.7 below the ratio expected if **Mn were stable,
indicating that most of the *Mn arriving at 325 MeV per
nucleon has in fact decayed.

To study the effect of the decay of **Mn on the arriving
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Fig. 11.—Contour plot of the values of the ratios **Fe/*°Fe and 3*Mn/
33Mn expected to be measured at 325 MeV per nucleon at Earth as functions
of the source 5*Fe/*Fe abundance ratio (ordinate) and ratio of the mean
escape time 7., to the half-life for the = decay of **Mn, T;_(**Mn) (bottom
abscissa), assuming the solar value of the >*Mn/*6Fe ratio at the source. Across
the top abscissa are values of the **Mn half-life scaled from the ratios on the
bottom abscissa assuming 7., = 10 Myr. Contours corresponding to mea-
sured limits on the plotted abundance ratio are shown as heavy solid lines.
Arrows at the left and right axes indicate asymptotic values of the source
**Fe/*°Fe ratio for the limiting >*Fe/>°Fe contours as t,,,/T;- — 0 (left) and
Teso/ Ty~ — 00 (right). The shaded area shows the region allowed by the intersec-
tion of our measured limits and by the lower limit for the 3*Mn half-life (dotted
line) obtained by Sur et al. (1989). The dashed line indicates the solar value of
the 3*Fe/¢Fe ratio.

abundances of mass 54 species, we calculated the expected
relative abundances at 1 AU of 3*Mn/>3Mn and **Fe/*SFe for
a range of assumed values of the 3*Fe/3°Fe source abundance
ratio and T;-(**Mn). A contour plot displaying the results of
these calculations is shown in Figure 11 (based on Leske et al.
1992). By plotting the results in terms of t../T;- our conclu-
sions become independent of the choice of the density ny of the
ISM. Across the top abscissa we show the corresponding
values of Tj- scaled from the ratios on the lower axis assuming
Tese = 10 Myr (Wiedenbeck & Greiner 1980). We see that for
any given value of the **Fe/*°Fe source abundance ratio, the
value of *Fe/3%Fe expected in the arriving cosmic rays varies
by ~0.035 depending on whether **Mn is stable or decays
completely into 5*Fe, adding ~ % the Mn abundance (which in
turn is ~0.1 of the Fe abundance) to *Fe in the process. Also,
for any value of 7,,./T;-, the expected value of arriving **Fe/
56Fe varies linearly with the source value of this ratio. The
expected value of 3*Mn/>3Mn depends mainly on the value of
T;-. Contours corresponding to our measurements of the
upper and lower limits of the 5*Fe/*Fe ratio and our upper
limit on the **Mn/*3Mn ratio are indicated by heavy solid
lines, and the 4 x 10* yr lower limit on T;-(*Mn) obtained by
Sur et al. (1989) is indicated by the dotted line. The allowed
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region of the plot resulting from the intersection of these mea-
sured limits is shown by the shaded area. Note that the loca-
tion of the right boundary of the region (obtained from the
lower limit on Tj-) depends on the scale on the top abscissa,
which is based on the assumption that 7., = 10 Myr. Drop-
ping this limit, however, has negligible effect on our inferred
value of the 3*Fe/5%Fe source abundance ratio, since the Fe
isotope contours become essentially horizontal towards lower
T;-. (The asymptotic values of the limiting >*Fe/>®Fe measure-
ment contours as T;- — o0 and T;- —» 0 are indicated by
arrows at the left and right axes, respectively).

From Figure 11, we see that a source value of 3*Fe/
36Fe = 0.046 + 0.020 is consistent with both our *Fe/>°Fe
measurement and the amount of *Mn observed to decay. This
value is less than one standard deviation below the solar
system value of 0.063 (Anders & Ebihara 1982), shown by a
dashed line in the figure. Although our value appears some-
what low compared to other values indicated in Figure 9, note
that the earlier results do not include corrections for *Mn
decay since the extent of such decay was unknown. If one
assumed >*Mn was stable, Figure 11 indicates that our source
value for 3*Fe/*SFe would change to 0.077 + 0.017. This value
is shown as a rectangular box at the left side of Figure 9 to
facilitate comparison with the other results. While consistent
with the solar value, our *Fe/*®Fe ratio is a factor of 1.95 (2.2
o) lower than that predicted by the supermetallicity model of
Woosley & Weaver (1981), shown by a dashed line in Figure 9.

Based on our upper limit of *Mn/>3Mn < 0.25 and the
results shown in Figure 11, we find that 7., > 507;-(**Mn). If
one accepts the value Tp- >4 x 10* yr (Sur et al. 1989), we
conclude that 7., > 2 Myr for iron-group cosmic rays. In
Table 7 we compare our determination of 7., with those found
by other investigators using different radioactive isotopes.
There is no indication that t, varies for different species,
although the uncertainties on these derived values are large.
For the other Mn secondary, we find that the source abun-
dance of the ec isotope *3Mn is consistent with zero, as
expected.

The 3°Mn/>¢Fe source abundance ratio may be better deter-
mined by making use of the measured Mn/Fe ratio along with
the 3°Mn/33Mn ratio, due to the better statistics and smaller
uncertainties of the elemental measurement. The elemental
ratio, however, is dependent on the *#*Mn half-life in a manner
illustrated in Figure 12. Here we show contours of the expected
values of 5SMn/33Mn, **Mn/*3Mn, and Mn/Fe in the arriving
cosmic rays at 325 MeV per nucleon for a range of values for
the >*Mn/>°Fe source ratio and 7.,./T;-(**Mn) at the value of
the 54Fe/>®Fe source abundance ratio derived from our data.
Calculations show that the value of >Mn/3%Fe at the source
for a given arriving *Mn/5*Mn value decreases by ~0.001 if
the 34Fe/3SFe source ratio is reduced to its lowest allowed
value due to the decreasing production of **Mn from 54Fe,

TABLE 7
CosMIC RAY CONFINEMENT TIME

Half-life Confinement Time
Isotope (Myr) (Myr) Reference
1°Be ............ 1.6 15(+7, —4) Simpson & Garcia-Munoz 1988
84 (+4.0, —24) Wiedenbeck & Greiner 1980
57\ I 0.87 9 (+20, —6.5) Wiedenbeck 1983
36Cl oo, 0.3 >1 Wiedenbeck 1985
4Mn........... >0.04 >2 This work
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FiG. 12.—Contour plot of the values of the ratios **Mn/>*Mn, 3*Mn/*3*Mn
(light solid lines), and Mn/Fe (light dotted lines) expected to be measured at 325
MeV per nucleon at Earth as functions of the source 3Mn/¢Fe ratio
(ordinate) and t,,./T;_(*Mn) (bottom abscissa) if the *Fe/>¢Fe source abun-
dance ratio is 0.046. The top abscissa shows the *Mn half-life values if 7, =
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10 Myr. The heavy dotted line marks the 4 x 10* yr lower limit for the >*Mn
half-life obtained by Sur et al. (1989). Heavy solid lines indicate contours
corresponding to our measured limits on the plotted abundance ratios, with
the region of intersection shaded. The dashed horizontal line indicates the
solar value of the *Mn/*°Fe ratio.

with a corresponding increase seen when the **Fe/*°Fe source
ratio is at its highest extreme. The area bounded by the inter-
section of our measurements of >*Mn/*3Mn and Mn/Fe, and
by our limit on the *Mn/*3Mn value and the lower limit of
T;-(**Mn) > 4 x 10* yr is shaded. Once again, the uncertainty
in the lower limit of T;- has no effect on the inferred *Mn/
%6Fe source ratio. From inspection of Figure 12, we see that
without using our Mn/Fe elemental measurement, a loose
determination of the *Mn/*°Fe source ratio of 0.021 + 0.014
may be obtained from our measured **Mn/*>3Mn ratio alone.
The source value of >Mn/*Fe consistent with all our mea-
surements is 0.025 + 0.010, which is 1.3 ¢ above the solar
system value (shown as a dashed horizontal line in the figure)
and more nearly approaches the solar value for larger values of
Tg-. Our determined value is within the range of Mn/
Fe = 0.018 + 0.018 deduced by Mewaldt & Webber (1990).
Our conclusion of an enhanced Mn source abundance and
suggestion of a relatively short *Mn half-life are not inconsis-
tent with other data. We point out that Grove et al. (1991),
using a compilation of satellite-based elemental measurements,
particularly those of the HEAO 3 C2 experiment, report that
the best fit to the data over a wide range of energies is obtained
for T;-(**Mn) ~ 10° yr and a Mn/Fe source ratio of ~0.03,
although they find acceptable fits for all values of Tp- >
4 x 10* yr and all source abundances of Mn/Fe < 0.03 as well.

5.2.4. Chromium

Our derived Cr/Fe elemental source ratio, 0.023 + 0.007, is
in excellent agreement with the value of 0.024 + 0.006 deduced
by Mewaldt & Webber (1990) using a compilation of Cr ele-
mental abundance measurements. Our value is a factor of
1.53 + 0.47, or only 1.13 standard deviations, above the solar
system value.

The measured upper limit of the 3*Cr isotopic fraction in the
arriving cosmic rays (Table 3) is consistent with that expected
due to secondary production, mainly from Fe. Note that if all
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the missing **Mn had decayed to 3*Cr, we would expect to
find

34Cr/Cr ~ 0.73 x (**Mn/Mn),, gecay X (Mn/Cr) =~ 0.13

due to this decay alone, which is a factor of 2.6 greater than the
upper limit of 0.052 we observe and more than 6 times greater
than the possible excess over the expected value of 0.03. We
therefore conclude that the bulk of the >*Mn decay occurs via
the B~ branch to **Fe as we implicitly assumed, and not via §*
or ec decay to 3*Cr.

While a slight gap appears in the Cr distribution near mass
51 (Fig. 7), its significance is marginal at best, and analysis
shows that the abundance of the ec species !Cr is consistent
with that expected for production by spallation. We can not
confirm the slight “dip” suggested by the data of Tarlé et al.
(1979).

The derived source abundance ratio 32Cr/5°Fe = 0.021
+ 0.011 is consistent with the solar system value of 0.014
(Anders & Ebihara 1982) and differs from zero by 1.9 standard
deviations. In the context of the nuclear statistical equilibrium
calculations of Hainebach et al. (1974), this value rules out
zones with 2 0.05 as the site for most of the cosmic-ray
nucleosynthesis, which would limit the fraction of material
contributed from such high-n zones. A more sophisticated
model is probably required to explain both our Cr and Ni
observations. Our data (Table 6) also suggest that 5°Cr may be
present at the source, although the significance of the determi-
nationis only 1.3 o.

5.2.5. Vanadium, Titanium, and Scandium

Our measured vanadium mass fractions (Fig. 8) are all
within 2 standard deviations of those expected from secondary
production. The apparently low abundance of *°V found by
Webber (1981) has been used to argue in favor of the distrib-
uted acceleration of cosmic rays (Silberberg et al. 1983), in
which cosmic rays continue to be accelerated during propaga-
tion by collisions with widely distributed, weak shocks of
somewhat dissipated supernova remnants. If reacceleration
occurs, particles would have spent a considerable amount of
time at energies much lower than those at which they are
observed. As a result, the abundances of ec species could be
significantly reduced due to the rapid increase in the electron
attachment cross sections with decreasing energy (Raisbeck &
Yiou 1976). In the simple model of Silberberg et al. (1983), a
fivefold increase in the interstellar energy of particles arriving
at 1 AU at 600 to 800 MeV per nucleon resulted in a decrease
by a factor of 2 in the expected abundances of “°V and 5!Cr.
Since, according to these authors, an even greater decrease
would be expected at the lower energy of 325 MeV per nucleon
of our measurements, even allowing for the increase in pro-
duction cross sections at low energy, our data suggest that
reacceleration of this magnitude is unlikely. Although the
maximum amount of 3!Cr decay permitted by our measure-
ments (at the 1 o level) is 30% of that expected to be produced,
which is sufficient to account for the apparent excess of 31V we
observe, the decreased *°V abundance is not accompanied by
an increase in *°Ti. We find that the decay of no more than
~30% of the initial “°V would produce all the *°Ti we
observe, which is even somewhat lower than expected from
iron spallation alone. In principle, the slight skew observed in
the V mass fraction pattern may be caused by systematic
effects, such as employing peak shapes that may be too narrow,
or shifting the mass scale downward by ~0.15 amu, however
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such a shift is rather large and in the opposite direction of that
expected from free-parameter fits to the V distribution (Fig. 3).
We have no indication that such systematic effects exist, but
unless these possibilites can be completely ruled out, one
cannot assign any great significance to the small discrepancies
observed in the V mass fractions. More quantitative statements
as to the amount of reacceleration permitted by our observa-
tions would require detailed propagation calculations within
the framework of a reacceleration model, which we have not
performed. Our derived limit on the V/Fe elemental ratio at
the source, 0.005, is still a factor of ~ 15 greater than the solar
system value.

Our measured Ti mass fractions (Fig. 8) are in remarkably
good agreement with the values predicted by our propagation
model. This is probably due largely to the reliability of the new
fragmentation cross sections of Webber et al. (1990b, c, d)
which are measured to an accuracy of +1.5% for production
of the dominant Ti masses (46, 47, and 48) down to + 10% for
the production of 3°Ti from the spallation of 3°Fe.

One notable exception to the agreement between theory and
experiment is the case of °Ti, for which our measured mass
fraction is 2.4 ¢ greater than expected. While the statistical
errors are larger, the measurement of Webber (1981) is simi-
larly high. Our observed mass histogram (Fig. 7) shows that
our high *°Ti value is associated with a well-defined peak and
is not due primarily to uncertainties in the derived peak shape,
as may be the case for apparent excesses of >'Fe, 38Fe, and
51V. Similarly, spillover from V can be ruled out (Fig. 5,
bottom). Assuming the validity of the measured cross sections,
the unmeasured production cross sections obtained from the
formulae would have to be in error by more than an order of
magnitude to account for our results. If so, it is somewhat
surprising that similar discrepancies are not found for other Ti
isotopes.

We find that the total Ti/Fe source elemental abundance
ratio is less than 0.007, which is a factor of ~2.6 greater than
the solar system value. Individual isotope abundances are con-
sistent with zero, again with the exception of the derived value
of 3°Ti/3¢Fe, which is 2.3 ¢ above zero and a factor of 56 + 30
above the solar value. If real, this would be a cosmic-ray source
isotopic anomaly of unprecedented proportions. The nucleo-
synthesis of 3°Ti is not well understood. It is not expected to be
produced in significant quantites by explosive nucleosynthesis
(Woosley et al. 1973; Truran 1992). Calculations show the 3°Ti
abundance is not greatly enhanced in neutron-capture reac-
tions (Lamb et al. 1977), and may require a very neutron-rich
environment to form (Hainebach et al. 1974). Under such con-
ditions, large enhancements of 3*Cr and 3®Fe would also be
expected, which cannot be ruled out by our measurements. At
present it is unclear whether our 5°Ti measurement should be
attributed to large cross section errors or large 5°Ti source
abundances. It should be possible to confirm or refute the
measurement within the next few years as results become avail-
able from new high-resolution isotope detectors. If confirmed,
the 3°Ti production and destruction cross sections that are not
yet determined should be measured to reduce the uncertainty
in the interpretation of this puzzling observation.

The element Sc has only one stable isotope, *5Sc. Our
observed mass distribution (Fig. 7), while based on low sta-
tistics, shows that the observed Sc events are consistent with
identification as this isotope. Scandium has a very low abun-
dance in solar system material, being only 3.8 x 10~ times as
abundant as Fe (Grevesse & Anders 1989). Our measured
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arriving abundance is entirely consistent with that expected for
a secondary origin for Sc, while our limit on the inferred source
abundance ratio, Sc/Fe < 0.005, is a factor of ~130 greater
than the solar system value.

6. SUMMARY

Our analysis of the iron-group cosmic rays shows that the
source composition of these particles, for species where we can
make such a determination, generally does not differ greatly
from that of solar system material. The largest discrepancy is
that of the S°Ni/*®Ni ratio, which is 2.8 + 1.0 times greater
than its solar system value. This enhancement is found to be
associated with both a depletion of the 8Ni abundance and an
enhancement of the °Ni abundance relative to solar, neither of
which is predicted by models proposed to explain isotopic
anomalies observed for lighter elements. The Co/Fe abun-
dance ratio appears to be enhanced by a factor of 2.1*3:8 and is
marginally consistent with the most extreme enhancement pre-
dicted by the Wolf-Rayet model of Prantzos et al. (1985),
however this is a low statistics measurement and in disagree-
ment with that reported by other investigators. The isotopic
ratio 3*Fe/*®Fe is consistent with its solar value, with a slightly
lower abundance being favored, and is 2.2 ¢ below the abun-
dance expected from the supermetallicity model of Woosley &
Weaver (1981). We find that the ratio >*Mn/*¢Fe is a factor of
2.1 + 0.8 greater than the solar value. The source value of the
Cr/Fe elemental ratio appears to be marginally greater than
solar, with an enhancement of 1.53 + 0.47. We find that 32Cr is
present in the source, with an abundance relative to 3Fe that
is consistent with its solar value. Any V, Ti, or Sc in the source
is not detectable in the elemental measurements, with values
that must be well below 1% of the Fe source abundance. An
apparently high value of the 5°Ti abundance deserves further
attention, but the significance of this measurement and its
proper interpretation are unclear at the present time.

The amount of **Co we observe in the arriving cosmic rays
suggests that this isotope is present in the source. If not synthe-
sized directly but rather produced as the daughter of the ec
decay of °Ni, as is widely believed to have been the case for
production of the solar system material, the presence of *°Co
indicates that a time delay of 2 10° yr exists between the syn-
thesis of iron-group species and their acceleration to cosmic-
ray energies. We do not have a corroborating measurement of
a low *°Ni abundance, however, due to insufficient resolution
and statistics; therefore the possibility remains open for a dif-
ferent synthesis mechanism for the observed 3°Co which might
invalidate the conclusion of a long time delay.

We do observe that most of the 5*Mn (~ 3 of that expected
to be produced) has decayed as measured at 325 MeV per
nucleon at Earth (corresponding to ~ 700 MeV per nucleon in
interstellar space). Given the lower limit of 4 x 10* yr for the
half-life of the B~ decay of >**Mn (Sur et al. 1989), our measure-
ments show that the confinement time for iron-group cosmic
rays is at least 2 Myr. Better laboratory measurements of the
34Mn B~ half-life would allow us to further restrict the value of
the confinement time. Previous low energy determinations of
the 3*Fe source abundance should be reinterpreted in light of
this new information on the decay of Mn.

Our measurements of the abundances of the ec isotopes >'Cr
and “°V may help to set new limits on the amount of reaccel-
eration that takes place if properly interpreted in the frame-
work of a reacceleration model. Reacceleration is not required
to explain our results, however, as the abundances of all ec
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species and their daughters are within 2 ¢ of those predicted by
the standard leaky box model.
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