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Abstract. Measurements of the lateral distribution of The best-fit elongation rate for the whole energy
Cherenkov photons with the wide-angle atmospheniange is determined to 78.3% 1.0 (stat) = 6.2 (syst)
Cherenkov light detector array AIROBICC and of thg/cn?. At the highest energies it seems to decrease
charged particle lateral distribution with the scintillator matriglightly. The best-fit fraction of light nuclei decreases from
of the HEGRA air-shower detector complex in air showers aB& 3% (combined statistical and systematic)0:°% (com-
reported. They are used in conjunction to determine the eneliged statistical and systematic) in the energy range discussed
spectrum and coarse chemical composition of charged cosimice. A detailed study of the systematic errors reveals that a
rays in the energy interval from 0.3 PeV to 10 PeV. With theon-changing composition cannot be excluded.

atmospheric shower-front sampling technique these detectors

measure the electromagnetic component of an extensive Kay words: ISM: cosmic rays

shower via the lateral density distribution of the shower
particles and of the Cherenkov photons. The data are compared

with events generated with the CORSIKA program package

with the QGSJET hadronic-event generator. Consistentylntroduction

checks perfqrmed with primary energy-recgngtruction metho?ﬁe origin of extra solar cosmic rays (CR) is one of the im-
based on different shower obse_rvabl_es |nd|cat<_e SatlsfaCt%rélr&ant unresolved astrophysical questions. Galactic shell type
agreement between these extensive air shower S|mulat|0nsSl51 brmova remnants (SNR) have been proposed as plausible
the experimental data. This permits to derive results Concemg]ccﬁeleration sites for cosmic rays up top er?ergies of pseveral
the energy spectrum and composition of charged cosmic a5 VGIK 1997) and - for very massive SN progenitors -
an Theene?nergyofsp;ctru_rg gfgfi%rﬁe(‘f’t ?) ioo ggl(lfed‘t)lérg/e even higher energies_(Biermann et al. 1995). Recently di-
9y knee =900 83514 ~OOL8YS " (rject experimental evidence for electron acceleration in these
.PO\.Ner law it to +t£1e02 differential energy spectrum erIobjects has been found in the X-ray (Koyama etal. 1995;
|nd|cei0 470f —2.72 g ps(stat) £ 0.07(syst) below and Koyama et al. 1997];_Allen et al. 1997) and Te)ray range
—3.22Z¢ 59(stat) £ 0.08(syst) above the knee. (Tanimori et al. 1998). Somewhat surprisingly, similar searches

Send offprint requests 1&. Plaga (plaga@mppmu.mpg.de) for evidence of hadron acceleration have only yielded upper lim-
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cosmic rays (CR) is to measure the energy spectrum and ca@tallations observing the extensive air showers (EAS) induced
position of CR and compare the results with model predictiortsy cosmic rays in the atmosphere can provide experimental
Here the energy regime around the so called “knee” betweeddta. However the sensitivity of EAS observables to the mass
and 10 PeV is especially interesting(Watson 1997). In this eof-the primary CR is weak. The analyses are rendered even
ergy range the all-particle CR energy spectral slope - thatnwre difficult due to theoretical uncertainties concerning the

constant within measurement errors for lower energies - sudgh energy interactions in the atmosphere (Knapp et al.|1996;
denly increases. The riddle of the origin of the knee and of tl&aisser 1997).

cosmic radiation with energies exceeding it, is not yet finally Here we present an analysis of EAS between 300 TeV and
resolved. The following general solutions have been discuss&@:PeV which restricts to observables related to the electromag-

1. The change in index is due to some propagation effectngtic shower component. In the following sections the exper-
an “original” cosmic-ray population that displays an unbrokeiffiental setup (Secil 2), the Monte-Carlo simulations (&éct. 3),
power law from low energies up to energies above the kndle eventreconstruction (Sedt. 4) and analysis methods[(Sect. 5)
The most popular idea is that the energy dependence of the @ described. Sect. 6 presents the results concerning the CR
fusion constant of cosmic rays in the Galaxy could change &fRergy spectrum and the coarse mass composition. A more de-
the knee regior (Peters 1961; Ptuskin et al. 1993). Becausdaed study of the systematic errors and a discussion of meth-
the dependence of the diffusion constant on the nuclear chaglé to analyse the composition without relying on the absolute
Z a modest decrease in the fraction of “light” elements (hydrgenetration depth are discussed in Sect. 7. The paper ends with
gen and helium) would be expected. In the simplified chemicg@nclusions in Sect. 8.
model we use below (heavy elements modelled by6éxy-
gen and 35% iron, light elements by 40, hydrogen and 60 ;
% helium) the fraction of light elements would be expected t%' The experimental setup
decrease from an assumed value of 60% below the knee to 4B9¢ air-shower detector complex HEGRA covers an area
above the knee. In such a model (barring a special cancellattdn180180n? at a height of 2200m a.s.l. (790 g/ém
of effects) the knee is expected to be a relatively smooth featuflendner 1997; [ Karle et al. 1995;  Krawczynski et al. 1996;
extending over about a decade in energy. A principal probldifiode etal. 1996). In the present analysis only data of the
with this approach is that no plausible Galactic source of cagsintillator array and part of the AIROBICC array were used.
mic rays has been identified which is quantitatively capable &he former consists of 243 huts with plastic scintillators of an
producing the “original” cosmic-ray population. area of 0.96 ri, covered with 5 mm of lead on a grid with 15 m
2. The knee signals in some way the maximum energy for thpacing (with a denser part with 10 m spacing in the centre
sources responsible for low energy cosmic rays. The cosmic rajghe array). The part of the latter used in this analysis is
at higher energies could be “re-accelerated” low energy cosniermed by 49 open photo-multipliers fitted with Winston cones,
rays, e.g. at the shock front of a Galactic wind (JokfpMorfill ~ restricting the viewed solid angle to 0.835 sr and measuring the
1987) or an ensemble of shock fronts in clusters of massive stairsCherenkov light of EAS on a grid with 30 m spacing. The
(Bykov & Toptygin 1997). In this case a phenomenology singain nonlinearity of all components in the Cherenkov-light
ilar to the diffusion model in the previous paragraph would baeasurement was carefully checked, both with a LED light
expected. Alternatively, above the knee a completely new poggurce with variable light intensity and a direct charge source.
lation of cosmic rays dominates. In this case typically dramati¥&hile the used Cherenkov light photomultiplier tubes were
changes in chemical composition are expected, e.g. to pure tound to be linear, the used amplifier showed an antilinearity
drogeninthe extragalactical model of Protheroe & Szabo (1998pin rises with input amplitude) which was corrected in the
and nearly pure heavy elements (fraction of light elementsdata analysis. Above 10 PeV the amplifier begin to show signs
0.3 far above the knee) in a model with special SNRs by Star@fsaturation and therefore no data above 10 PeV are included
et al. [1993). The special properties of these new sources caolthe present analysis. The trigger conditions used for the data
in principle allow to understand a knee relatively “sharp” i@nalysed here demand a signal from at least 14 scintillator or
energy. 6 AIROBICC stations within 150 ns. This corresponds to an
To definitely discriminate between a composition changnergy threshold for primary protons and iron nuclei of 25 and
ing as expected in models with an energy dependent diffusidd TeV respectively.
constant (discussed above under 1.) and an unchanging com-
position, it is necessary to achieve an error of smaller than
10 % in the experimental determination of the fraction of ligh
elements in the total cosmic radiation above the knee. EAS events were simulated using the CORSIKA code
While the cosmic-ray composition and energy spectrum are its versions 5.20 with the QGSJET/GHEISHA options
well known from direct balloon and space-borne observatiofisnapp & Heck 1998;| Heck et al. 1908)). This generator is
up to energies of about 100 TeV, no general agreement has beased on the quark-gluon string model (QGS) with an allowance
reached at higher energiés (Watson 1997). The results obtaiftgdemihard processes (JET) (Kalmykov et al. 1997). Complex
for CR around the “knee” suffer seriously from the fact that dusuclei were treated with the “complete fragmentation” ansatz.
to the low flux of CR above 1 PeV, only large ground based ifihe energy cutoff for particles of the electromagnetic cascade

. Monte Carlo simulations
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of imaging air Cherenkov telescopes and simulations were em-
= ployedforthis purpose (Beroihr 1999, Konopelko et al. 1999).

eo ST The shower development and light emission were modelled with

T T T

the U.S. standard atmosphere, and the light propagation was then
simulated with a special program able (Haustein 1996), assum-
ing a tropical maritime atmosphere for the summer. This atmo-
sphere is a good approximation for the conditions at Tenerife,
an island neighbouring the experimental site (B&nn|1999).

T T

T

4. Event reconstruction and data selection

L The core position of an EAS is reconstructed independently
100 120 140 from the data of the scintillator matrix and from AIROBICC
radial distance (m)  where the latter data allow to tag core positions beyond the
Fig. 1. The Cherenkov-light/c, open circles, in 10x photons/r) HEGRA boundary. If the core position lies inside the area cov-

and the actually measured (under lead coverage, see text) charGEgd With detector elements the scintillator derived core co-
particle density 4., full circles, in 1/n?) as determined in a single Ordinates have a resolution ofcore) = 2(5) m for protons
observed shower. Each open (closed) circle corresponds to the ligien) at energies above 300 TeV (a little more accurate com-
(charged particle) density determined by one AIROBICC (scintillatopared to AIROBICC mainly due to the smaller grid distances
station. The NKG function has been fitted to the charged-particle distwif the scintillator huts). The direction of the primary particle
bution and an exponential function to the Cherenkov light distributiqg reconstructed nearly independently from the scintillator and
in a 7.5-90 m radial interval (full lines). The energy of this event wagIROBICC arrival time data (where the scintillator derived core
2.1 (2.8) PeV if induced by a proton (iron) nucleus. position is used here).

The particle density measured by the scintillator array is
was set to 3MeV. Proton, helium, oxygen and iron inducdtited by the NKG formulal(Greisen 1956) with a Mete radius
showers were produced at zenith angles96Q 12° and 18 of 106 m, yielding the shower siz¥, and anagevalue. N, is
at discrete energies between 300 TeV and 10 PeV (4400 ingdactor=1.6 larger thanV, (the “true” shower size at detector
pendent showers of which 1000 are above 1 PeV) as welllgeel, denoting the number of charged particles above a kinetic
an independent sample with a continuous energy distributior8€rgy of 3MeV) due to coverage of the detector huts with a
zenith angles of and 12 between 50 TeV and 1 PeV (433dead layer and the fact that the NKG function does not correctly
independent showers) and following a power law of Ebe- parametrise the electromagnetic part of hadronic showers.
tween 2.5 PeV and 6.5 PeV (240 showers). The events contin- The dependence of the Cherenkov photon denzityas
uously distributed in energy were spectrally weighted and us@§asured by AIROBICC, on the distance r from the shower
in the fits to infer the chemical composition (S&cfl 5.2), whil@xis can be well described by an exponential in the region 20m
the samples with discrete energies were employed to devefop< 100 m (Patterson & Hillas 1983):
the reconstruction methods and to correct the results obtaine
with biased estimators of the primary energy (9ect.5.1). N tcea) = a-exp(r- slope). @)
that the simulation of an EAS induced by a 1 PeV primary prd-e parameteslope(in units of [1/m]) is the most important
ton including the Cherenkov light production requires about 3dme in our analysis methods. As an illustration Elg. 1 shows the
CPU time on a 300 MHz Pentium-1l PC (during the same tirmateral charged-particle and Cherenkov-light distributions for a
the HEGRA experiment registers more than 350 showers wiimgle shower.
energies larger than 1 PeV). The amplitude calibration of the scintillator array is done

The detector performance was modelled with two ifer samples of 50000 events by comparing the ADC spec-
dependent detector simulations: a full detector simulatidra of the individual huts - which display a single peak es-
(Martinez et al. 1995), and an empirical simulation using mesentially corresponding to the energy deposited by minimum
sured response functions_(Haustein 1996: Horns|1997). Eamhising electrons and muons - with the result of MC simula-
independent generated EAS was used 20 times with core pdisiRs for identical conditions. The absolute amount of the air
tions inside and outside the HEGRA area to take into accou®terenkov light registered by AIROBICC was calibrated by
the detector related fluctuations of observables and to check¢benparing the energy inferred from the lateral Cherenkov light
event selection criteria. With the standard cuts described belalensity in the spectral range from 300 nm to 500 nm regis-
each shower was used on the average two times in the discteted at a shower core distance of 90 m (referred thgasin
and once in the continuous MC sample. the following) and the energy derived frof¥; and slopein

Special care has been taken to simulate the density profiie interval2.5 < logyo(E(Ns, slope)/TeV) < 2.75 (refer to
and absorption features of the atmosphere above La Palma &aet[5.1 below for energy reconstruction methods). The abso-
rectly. Weather balloon measurements as well as comparistrie Cherenkov-light calibration thus depends on the CR mass
between TeV photon data registered by the HEGRA systammposition, because we do not apply a primary-mass indepen-
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dent energy reconstruction here. We used the low-energy comeakly energy dependeint (Lindner 1998a). This dependence is
position at 100 TeV as specified by Wiebel-Sooth et al.(1998¢glected here.
(60 % light elements, see below Séct.]5.2 for details) for this
calibration. If a pure proton (iron) compaosition is assumed t
energy reconstructed from Cherenkov light alone is shifted
3 (13)% to higher (lower) energies. Methods have been developed to reconstruct the primary CR
To select well-reconstructed events the EAS core positioegergy from the scintillator and AIROBICC datadepen-
and directions as reconstructed with AIROBICC and the scidentlyof the primary mass with an accuracy better than 35%
tillator matrix are demanded to be consistent. Additional cufsindner 19984a; Cortina et al. 1997a; Cortina 1998). However,
ensure the quality of the directional as well as the fits to the léitese methods lead to a relatively strong correlation between
eral particle and Cherenkov light density distributions. Eventeconstructed energy atd,, ... (showers with a maximum po-
with the true shower-core position within the HEGRA arragition that fluctuated to smaller values compared to the mean
boundaries for the detector components used in this analyXis., are reconstructed with higher energies). In order to in-
(distance to edge of array 10 m) and a zenith angle belowfer the chemical composition, a careful modelation of the re-
15° are used for the further analysis. The efficiency to selegponse function between the variabl€s (or Log) andslope
EAS events with true core positions in the regarded 160n?  on the one hand and energy and composition (or penetration
area is about 98% for primary energies above 300 TeV (ind#epth) on the other hand (e.g. via two-dimensional regularised
pendent of the primary mass). The contamination of the samplafolding) is then necessary. Such procedures have been em-
with EAS, where the true shower cores lay beyond the HEGR#oyed in some analyses of HEGRA data (Wiebel-Sooth 1998;
boundary but which were erroneously reconstructed to fulfil ti@rnmayer 1999). Two reasons lead us to prefer to circumvent
cuts is less than 1% from our simulations. the mentioned problem with the use of two simpler energy es-
Nights with perfect weather conditions are selected by ddtenators here.
of the Carlsberg Meridian Cycle (B.Argyle, priv.comm.) and by One reason is that the methods described below are based on
comparing the Cherenkov light measurements with data frgrhysically transparent properties of air-showers inferred from
the scintillators for samples of 50000 events (accumulatedtire Monte-Carlo simulations. Whether these properties really
about one hour with the used setup and trigger conditions). Ti@d, is tested to some degree using different energy estimators
data set solely contains nights without any technical problemswith different biases and comparing the obtained results. These
the used detector stations. In total it comprises (dead-time copnsistency checks are an important advantage over more re-
rected) an on-time of 208 h. This corresponds to about 15000t ed and complete methods when it is doubtful how well the
events after all cuts with an energy above about 100 TeV aniante-Carlo simulation describes the data. The other reason is
zenith angle below 15 that the Monte Carlo statistics at the highest energy is still rather
limited and mean shower properties are inferred with higher cer-
tainty than a complete response matrix. The mass independent
5. The analysis methods energy reconstruction methods will be applied to the data in a

Monte Carlo simulations revealed that the distargg, be- forthcoming publication together with a discussion of the influ-

tween detector and shower maximum (defined as the pointei'ﬂfrs of different dEéA‘S S|.rtr)1utljagolns. The Ener%)\/[esurgaltors used
the shower development with the maximal number of chargt'pd IS p;ﬂﬁr art1l (tascrl € e(cj)w adre ﬁse oran sopeh I
particles) can be reconstructed independently of the prim o0 Both estimators are used under the assumption that a

mass with the shape parameséopeof the lateral Cherenkov primary CR are either protons or iron nuclei. These extreme
light density distribution: assumptions lead to a bias which then has to be corrected for.

Using N, andslopethe energy of the primary cosmic-ray
dmax = [680 + slope- 20880 m] g/cm?. @ nuclgus is reconst_ructed in two basic steps here (Lindner 1998b;
Cortina et al. 19974a; Plaga et al. 1995): falsipe(a measure of

From this relation the distance to the shower maximum i€ distance to the shower maximum) is combined wthto
determined with a reso|uti0n (|e root mean Square (RMg§t|mate the number of particleS in the shower maximum which
of & Qyax(true)-dyax (reconstructed) distribution) ranging fromiS proportional to the energy contained in the electromagnetic
40 g/cn? at 300 TeV to 20 g/ciat 10 PeV (including all detec- component of the EAS. In the second step a specific primary
tor effects but no systematic error in the mean,g. The most Mass is assumed; with the assumption of primary proton (iron)
important technical improvement in the data presented heretg denote the methods as 1 (2). This allows to calculate the pri-
previous experiments is that these values are distinctly smalle@ry energy from the energy deposited in the electromagnetic
than the width of natural shower fluctuations of proton induc&@mponent. The following relation was used in our analysis:
showers in the atmosphere (see below Thble 3). This makes the

shape of the penetration-depth distribution a sensitive pararhe{ E[TeV]) = a - log(Ns(max)) + b. (3)

ter for the chemical composition (see SEtt. 7). Simple geomet-

rical relations permit to infetX,,.x, the depth of the showerHerea, b were obtained from the discrete Monte Carlo data as
maximum in the atmosphere, from,.,. Relation(2 is only 0.965,—2.545 (0.890;-2.010) for protons (iron)N,(max) is

%‘;1. Energy reconstruction
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Table 1. Summary of the energy reconstruction methods 1-4 as di 12
cussed in the text. ¢4y

N :
Method#  parameterused  primaries assumed to be :lcf 1 ®
w
1 N, andslope protons 0.9 Y
2 N; andslope iron nuclei 08
3 light densityLgo protons '
4 light densityLgo iron nuclei 0.7
0.6

the shower size at the maximum of shower developmentand is g5
inferred fromN, as:

® proton

0.4 ¢ helium
N;(max)/Ns = ag + ay slope + asslope® + asslope® (4) 0.3 ¥ oxygen
O iron
with a,, given as (0.57833,-85.146, 6181.8,-714054) for all 0.2 S S
primary nuclei. This procedure is valid because the shape of 10 10
the shower development is only weakly dependent on the mass Ewc [TeV]

Qf_the CR nucleus A, espemal_ly after the shower max'”_"'”E?g. 2. The bias of the energy reconstruction as a function of primary
(Lindner 1998a). iny the fraction of the total engrgy fed Inthergy for different primary masses. Shown is the ratio of the recon-
the electromagnetic cascade depends on Afor a given energydagited energy with method 3, divided by the true energy (from the
nucleus. The comparison of the results assuming initially protdnte-Carlo simulation). Very similar results are obtained fram

and iron primaries is a consistency check for the dependencemdslope The lines show fits used for convolution procedures to de-
shower size at the maximum of shower development on tteemine the final results (see text).

energy per nucleon.

Alternatively the energy is reconstructed from the AIROg
BICC data alone (method 3 (4) with the assumption of protah
(iron) primaries). Here it turns out that, is a good estimator >

. . . ©
of the energy contained in the electromagnetic EAS cascadgs
From simulations the relation =

‘ E(Ns) ,/ 300 TeV

o(fe) = 26%

Ar

‘\!.H_\T‘\\\'\‘\\\\\\‘\\\\(\\\\‘\\

8
SRR

X

o3

3
s
XXX
XX
R
So38

log(E[TeV]) = a - log(Lgo[photons/m?]) + b (5)

N
X

R

S
RRRRL
0t
S90S

was derived, where the coefficients and b are given as
0.958-1.810 (0.8405-1.061) for primary protons (ironglope

(the parameter used to estimate the primary mass composition
see next Sect.) is not involved in this energy reconstruction.
For ease of reference the four energy-reconstruction methods
are summarised in Tablé 1. The agreement of analyses base
on N, andLg is a consistency test for the accurate description
of the longitudinal shower development by the Monte Carlo
simulation.

Naturally (because the fraction of the primary energy de-
posited in electromagnetic cascades depends on the energy per rec’ —MC
nucleon of the primary particle) the mean of the calculated efyy 3. Distribution of the ratio of reconstructed to MC generated en-
ergy is only correct for the assumed particle type (Hig. 2). Thegy (300 TeV) for two primaries (left distribution: iron nuclei, right
biases shown in Fi§l2 have to be corrected for, to derive thigtribution: protons) and the two different energy reconstruction meth-
real energy spectrum and CR mass composition from our mees discussed in the text. Each distribution is normalised to the same
surements (see S€ct. H.Z.]5.3). In order to check that our fiagga.
results do not depend on the assumed primary-particle mass,
we shall always compare the results based on the four energy
reconstruction methods below. achieved for different primary particles and energy reconstruc-

The distribution of the reconstructed energy compared tion methods 1 and 3. IN; is involved in the energy recon-
the simulated energy is shown for examples in[Hig. 3. Note thstuction the energy resolution is limited by the experimental
the energy reconstruction frofiy, alone shows Gaussian dis-accuracy of the shower size determination at the detector level.
tributions while the energy obtained fraly, andslopeexhibits Due to the smallelNV, of iron compared to proton induced EAS
tails to high values which have to be taken into account proire accuracy of the energy reconstruction for iron showers is
erly in the analyses. Figl 4 shows the relative energy resolutiadittle worse than for proton showers. The energy resolution

o(fe) = 11%

a(p) = 17%

0 0.25 0.5 0.75 1 1.25 15 1.75 2
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Fig. 4. The energy resolution obtained for different primary nuclei a@g' 5. The differential shower-size spectrum and "light-density at 90

a function of the generated MC energy, in brackets denotes an en M core distance (d0)” spectrum. The values used for the constr_uctlon
ergy reconstruction that combines the measured shower size at det ch fhese spectra, were employed for the energy reconstruction. The
EPrines indicate the best fit in the range 5.3—6.8 and 4.5-6.Mor

level andslope Loo denotes the results obtained from the Cherenk v I tvely. T | hich ti inale fl
light density alone. The energy reconstruction was always perform%n 90 respec |,\,/e y- TWO power faws which meet in a sing'e fiux

. L alue (“the knee”) were assumed. The best-fit power law indices are
assuming that the primaries are protons (referred to as methods 1 (s %@5/ 2.92) and (-2.61/-3.13) (before/after) the knee at a position of
in the fi in the fi in th ; this fact i T .
in the figure) and 3 (dots in the figure) in the text; this fact is symboI G10(N.)10G10(Leo) = 5.99/5.64 for the shower sizeflight density

ised by the subscript “p” on the energy). The “proton” (filled symbols ; . ;
siron” (open symbols) after the colon indicate the primary for Whic%zspectlvely. The energy scales were derived under the assumption that

the energy resolution was determined. The lines show fits used 7 primarieg are all p_rotons, resp. iron nuclei for shower size (upper
convolution procedures to determine the final results (see text). scales) and light density (lower scales).

obtained fromLy, is mainly determined by fluctuations in the  We perform an analysis which uses both of these parameters
shower development (being larger for proton than iron induc@tone fitting procedure. As the error from such an analysis turns
showers) and could not be decreased much by improving i to be already quite large, we do not perform an analysis based

detector. on mean penetration depth alone. An analysis based mainly on
In all analyses below we bin the data in six equidighe fluctuation of penetration depths is discussed in Bect. 7.
tant energy intervals from 1QgF,cconstructed [T€V]=2.5 tO The present data are not sensitive enough on the chemical

10010 Ereconstructed [1€V]=4.0 (see e.g. Fi]9). Event samplegomposition to allow a analysis with several mass groups; there-
defined to contain events in a certain reconstructed-energyfisre we restrict ourselves to a determination of the fraction of
terval for the four energy-reconstruction methods then contdight nuclei (protons and helium) by fitting the expected to the
events with different true primary energies. It should alwayaeasuredX ., distributions. To define the MC expectations
be kept in mind that these four samples are not independémtlight nuclei, the generated distributions for primary protons
because they are all based on the same total data sample. and helium nuclei are added with weights of 40% and 60%
(the ratio derived from direct measurements at energies around
100 TeV (Wiebel-Sooth et al. 1908)). The distribution of heav-
ier nuclei is constructed analogously by summing 65% oxygen
The composition of CR is determined by analysing the EAghd 35% iron induced EAS. Variations in this ratio at higher
penetration depthX,,..) distributions in intervals of the re- energies are possible and are an additional potential source for
constructed primary energy. Information is contained in thgstematic errors that is not further considered below.
differences of the meai .. values for different primaries  The spectrally weighted Monte-Carlo data are fitted to the
(protons penetrate about 100-130 g/aeeper than iron in the measured penetration-depth distributions for each of the four
energy range considered here) and also in the the different flspergy-reconstruction methods. Because spectrally weighted
tuations of the shower maxima position. Including experimemonte-Carlo data were available only for the energy bingJog

tal resolution we obtained RMS(,.x,p) = 90 g/cm2 and  (ELeconstructed) = 2.5-2.75 and 3.5-3.75 the energy bins be-
RMS(X 1ax, Fe) = 50 g/cm2 at 1 PeV). The RMS values oftween 2.5-3.25 (3.25-4) were fitted with the former (latter) dis-
the depth distributions of Monte-Carlo events slightly decreaséution. The MC events used in energy intervals other than
with rising energy, an effect that is partly due to an improvinthe two for which the simulations were done, were shifted in
measurement cflope the mean penetration depth according to the elongation rate of

5.2. Chemical composition
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the various elements. To avoid any systematic uncertainties Table 2. The fraction of light elements (uncorrected) and correction
lated to imperfect parameterisations of the MC distributions afattor for the A dependent bias with energy reconstruction method 3.
to take into account the statistical uncertainty of the simulatéfie uncorrected ratio has to be multiplied by this factor to yield the
event sample we directly fit the MC generated distributions pbiased ratio. The energy intervals are specified as the logarithm to
the experimental data. the base of ten in units of TeV.

Duetothe primary dependent energy-reconstruction me
the results for the “fraction of light nuclei” (abbreviated “(p
)/all” below) are biased. The results for these fits in the chosé®—2-7> 0.502 0.741

thod -
_L'Igeconstructed energy pafall  correction factor

energy bins are shown for method 3 in [Elg. 9. The obtained (;?”75_3' 0.493 0.763
«)/all ratios are then corrected for the A dependent bias whic i gsézg 8'232 8'2(1)8
illustrated in Figl 2. The correction can be described as a sing!g_;js 0272 0.806
overall factor for the (p +)/all ratio for each energy bin - ratherg 75_, 0.09 0.820

than a transformation of the penetration depth distribution - to
a good approximation because of the independence of our en-

ergy reconstruction methods &f,,.x as discussed in SeCL.5.1given reconstructed-energy bin, as calculated with the measured
These correction factors were derived from spectrally weightgHemical composition. This procedure leads to correct results
Monte-Carlo data via determining the true (poj/all in the  as]ong as the elongation rate of different nuclei is identical; this
Monte Carlo that yields the fitted biased (pv)/all in the given s fyffilled to a good approximation for all hadron generators.
reconstructed-energy bin. In this way the ratio of biased to true The RMS of the shower penetration depth distributions were
(p + o)/all at the true mean energy of the Monte-Carlo showeggrectly calculated from the distributions calculated with a given
in the energy bin for a given energy reconstruction methoddgergy-reconstruction method, i.e. no procedure to remove the
obtained. As an illustration the correction factors for the caggswas applied. These results were compared with RMS values
of energy reconstruction method 3 are shown in Teble 2. from Monte Carlo data treated in the same way.

For the spectral weighing of the Monte-Carlo sampling a
primary-spectrum as obtained from low-energy measurements ) L . .
(Wiebel-Sooth et al. T998) with a power law indexof—2.67 5.4. Experimental statistical and systematic uncertainties

and a “knee” at 3.4 PeV with a change in the power-law index fr the energy spectrum the statistical uncertainties correspond
a=—3.1 was assumed. An iterative repetition of this proceduig the square root of the energy-bin contents N for the energy
with the energy spectrum as inferred below from the pres&ffectrum and the meaXi,,,, divided bY\/N for the penetra-
data is possible. However, it was found that the contribution §@n depth. In all other cases statistical errors were obtained by
the systematic error introduced by not performing the iteratioBRanging the fit parameter from its best-fit value until e,
is negligible for the initial parameters chosen. increases by 1. In case of bestyfft ;s in excess of 1.5 the best
Two Monte-Carlo samples were used for bias correctiofigvalue of the fit parameter was increased ugfil, doubled.
in this work, the Monte-Carlo sample with events continuously = Systematic uncertainties of the Monte-Carlo simulation of
distributed in energy, mentioned in Ségt. 3, and a “toy Mont@adronic air-showers - estimated by using different hadronic
Carlo sample” with unlimited statistics, which was created ionte-Carlo generators - will be considered in a forthcoming
randomly choosing all measured parameters (like reconstrucgegher. Here we concentrate on experimental uncertainties re-
energyXmax etc.) of a shower with a given true primary energjated to theslopereconstruction. These are contributions from
from one dimensional distributions inferred from the Montgemaining uncertainties in the characteristics of the AIRO-
Carlo sample with discrete energies. It was checked that 8r2C amplifier (3% uncertainty foslopd and non-perfect
corrections obtained with these samples are very similar in &frowledge of the layer structure and the light absorption of
ergy regions where the continuously distributed Monte-CafRe atmosphere above the detector (4% and 2%). Models of

data were available. the atmosphere have been carefully checked using the large
statistics of photon induced air showers which were regis-
5.3. Energy spectra, elongation diagrams tered with the HEGRA imaging air Cherenkov telescopes in
and penetration depth fluctuations 1997 (Konopelko et al. 1999). Added in quadrature the system-

atic uncertainty oslopeamounts to 5%. The meal ., for

Energy spectra obtained with the four energy-reconstructigno Tev proton (iron) induced showers is then determined with
methods were corrected for the A dependent bias by dividigg uncertainty in the absolute values of 20 (13) ¢/cfine un-
the flux values in bins with true and reconstructed energy #@rtainties for different primaries are strongly correlated.
the Monte-Carlo samples. The chemical composition as deter- or the chemical composition, the energy spectrum and the
mined with the methods in the previous Sect.is used. Theggiation of X,,,.., with energy (elongation rate), the systematic
factors were applied to the flux in each energy bin when goiggror was evaluated by changing slibpesby 5% (the system-
from reconstructed (Figl 6) to true energy (Eig. 7). atic error of this parameter) up or down. The whole analysis,

Xmax as a function of true energy is obtained if the meafcjuding energy reconstruction, was then repeated and the de-
Xmax is plotted at the mean true energy of the events in\gation of the results thus obtained to the original ones was
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Fig. 6. The integral energy spectra obtained with the four energy reig. 7. Integral cosmic-ray spectrum corrected for the A dependent
construction methods denoted with different symbols. Filled squatsas. The shaded area denotes the systematic error. Symbols are the
Method 1, open square: method 2, filled triangle: method 3, open same as in the previous figure.

angle: method 4. The biases of the energy reconstruction have not been

corrected for.

the calibration ofLgy and N, could have spoiled the agreement
taken as the systematic error (errors beyond the tick markahspectra obtained with different energy reconstructions. The
Figs[IU Il and shaded bands in Hids. 7,8). The shaded bandifierential energy spectrum is shown in Fij. 8. A steepening
Fig.[I1 is obtained by varying the best-fit composition withiof the energy spectrum is visible around an energy of 4 PeV.
its total systematic and statistical error. In the case of the eldrhere seems to be no “fine structure” in the energy spectrum
gation rate the systematic error was found to be dominateddnpund the knee in excess of 20. Apparent structure with
the differences in the four energy-reconstruction methods, tkimaller amplitudes that appears in the spectrum reconstructed
is dicussed in detail in the Results Sécil 6.4. In case of the RM#h a given energy-reconstruction method is not reproduced
of the penetration depths, the spectral fit parameters (knee with other methods. This is expected due to the A dependent
sition, power-law indices) and the elongation rate, the systehias of our energy-reconstruction methods (sed Fig. 2). Note that
atic error was estimated as the sample standard deviation ofitlih these methods, a potential structure in the energy spectrum
best fit parameters obtained with the four energy-reconstructimansisting of different nuclei is smeared out. If two different
methods. power laws, smoothly connected at the knee (corresponding to

a “sharp” knee), are fitted to the differential spectra we obtain:

6. Results — a“knee” position of

In this Sect. the methods explained in SEkct. 5 are applied to the E(Knee) =3.987( 35 (stat) = 0.53(syst) PeV,
data set discussed in Sédt. 4. — a spectral index of-2.7270 05 (stat) + 0.07(syst) below
and—3.2270 37 (stat) 4 0.08(syst) above the knee.
6.1. N and Ly, spectra The reduced? values of the fits to the differential spectrum (12
Fig.H shows theV, and Lo, spectra. These spectra display d.0.f.) were 6.75, 4.03, 3.53 and 1.47 with energy reconstruction
relatively sharp knee at values consistent with a primary enempgthods 1 to 4 respectively. Some of these values are much
for the knee as determined below. larger than one. Itis then difficult to specify a statistical error; we
specify the statistical errors for method 4 that has a marginally
acceptable reduced value. The largg? values for the analysis
with energy-reconstruction methods 1-3 can be interpreted as
Fig.[8 displays the integral energy spectra uncorrected for araA argument in favour of a knee not absolutely sharp in energy.
dependent bias obtained with the four reconstruction methollawever, the fact that one of the fits is acceptable on th& 90
The differences in absolute normalisation and spectral slopenfidence level means that we cannot reject the hypothesis of a
originate from the different mass dependent biases. After tteharp” knee (two power laws with no transition region) within
correction of the chemical bias the integral spectra are simitaur systematic errors. The large statistical error on the knee
(Fig.[Z). This nontrivial fact is in favour of the internal consisposition further indicates that we cannot reject the hypothesis
tency of data analysed here; a longitudinal shower developmeha spectrum without a knee in the limited energy range of this
different from the one predicted by the Monte Carlo or errors Bmalysis with high significance.

6.2. Energy spectra
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08 yields an elongation rate ER=78£31.0 (stath- 6.2 (syst) g/cr
08 1 and mean depth parameter ERB=24824.6 (stat}+ 15.7 (syst)

" glcn?. The specified mean values and statistical errors are the
mean of fit values with the four energy-reconstruction methods.
The systematic error is estimated as the standard deviation of
the mean values inferred with the four energy-reconstruction
methods. The systematic error introduced by the systematic un-
certainty inslopeis smaller (about 3 and 14 g/érfor ER and
ERB respectively). The reduceg? values of the fit to rela-
tion (@) (4 d.o.f.) are very large (6.6,9.2,17.2,23.5) for energy-

do/dE (B2 [ (m*BBteradTevt?) ]
o
w

01 - reconstruction methods 14, i.e the systematic errors dominate
8;82 L I " EN,), 0 E(N) over the rather small statistical errors for the méan,... There-
007 A E(Lg) A E(Lgy) ¢ fore the specified estimates of the statistical errors obtained with
0.06 p € . . .
0.05 Ll the procedure explained in Séct.]5.4 have to be treated with cau-

tion. The data point at the highest energy lies about 20 3/cm
higher in the atmosphere than expected for a constant elongation
E[TeV] rate.

Fig. 8. The differential CR energy spectrum obtained with fourenerg% These results are not in contradiction with previous mea-

3 4
10 10

reconstruction methods. Symbols are the same as ifiFig. 6. The ligféments in this energy range (Wdowczyk 1994: Turver 1992).

shaded region represents systematical uncertainty. The “star” with vERIS €longation rate, and also the absoldtg.., is consistent

tical error bars shows the uncertainty of the HEGRA data originatiNgth data at higher energies, obtained mainly by the Yakutsk and

from the 10% systematic uncertainty of the absolute energy scale tHaly's Eye collaboration (Watson 1997). A constant elongation

we estimate from the uncertainty in the determination of the absolutgte of~ 73 g/cn? from 300 TeV up to 10 TeV (dotted fit line

N, scale. The full line is the best fit as described in the text. in the summary diagram 10 in"Watson 1997) is an intriguing
hypothesis which is not in contradiction with our data.

The spectral index for the spectrum below the knee is consgss. Fluctuation of shower penetration depth

tent with direct measurements at lower energies (Wiebel-Sogth ) T :
et al..1998) and a recent Cherenkov-light based determinatighe RMS of the penetration depth distributions - calculated in

of the spectral index in the TeV rande (Aharonian et al. lgggﬁconstructed—energy bins, i.e. biased in favour of the light com-

there is therefore no evidence for any change in spectral indi&0ent of CR especially at low energies - is shown in Table 3.
from the TeV range right up to the knee. It does not show any obvious trend towards a heavy compo-

sition. Therefore the fact that the composition at the highest
- energy seems to be heavy with all energy reconstruction meth-
6.3. Composition of CR ods (Fig[ID) is mainly determined by the fact that g

The fraction of light nuclei as a function of reconstructed eff? the highest energy bin lies about 20 gfcbrelow a constant

ergy - obtained from the fits to the measured penetration-defftAngation rate.

distributions (see Seét.5.2)- is presented in[Eijy. 10. At energies

below the knee the composition is mixed and consistent with gi- £ rther studies of systematic uncertainties;

rect measurements around 100 T_eV, nam@iya@)_/all_ =0.54+ analysis methods independent of absolUt& pax

0.08 (Watson 1997). The data points seem to indicate a gradual

enrichment of heavy elements above about 1 PeV though the®te trend for an enrichment in heavy elements above the knee -

ror bars are large (remember that there are onljnsizpendent which Fig[ZI0 suggest - is not significant within our errors. In this

data points). We will discuss in Selct. 7 how reliable the quaffect. we elucidate this fact further, and explore what it would

tative conclusion of a gradual enrichment in heavy elementdéake to detect significantly a modest trend for an enrichment

within our systematic errors. The data rule out a predominantly heavy elements - as expected e.g. in a diffusion model of

light composition at all energies and does not give evidence tbe knee (see Introduction) - with the present techniques. The

a drastic change of composition at the knee. agreement between thg,,. distribution shape at low energies

- predicted assuming a composition at low energies which is

not very different from the one obtained by direct experiments

- and the data (see Figd. 9) is satisfactory. This is an argument in

Fig.[TT shows the corrected mean shower maximum depth g8vpur of a correct MC simulation.

function of energy. A least-squares fit to thg, . valuesasa  To explore the effect of our systematic error $fope

function of energy, using only the statistical errors, (Sect[B.4) Fid 112 shows the results derived with an initial as-
sumption ofslopechanged by 5% from its preferred value for

Xmax = ER x logy1o(E) + ERB (6) energy-reconstruction method 3 and 4. It becomes clear that not

6.4. Elongation rate
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200 2= 0778 # i X.2= 1805 71100 Fig.9. The fit of MC expectations for
150 [ Ared red light and heavier nuclei to the measured
100 450 shower maximum depth distribution in
50 F the analysed reconstructed-energy in-
. tervals for method 3. The numbers in
the upper left corner are the logarithms
35-3.75 375-40 120 to the base of ten of the energy-bin
60 boundaries in TeV. The full dots mark
115 the experimental data with statistical er-
40 - rors, the crosses with error bars are the
Xreq? = 0821 + % Xreq? = 1.543 110 fitted MC distribution (where the er-
20 I # + + rors correspond to the MC statistics).
% + 19 The two components fitted to the data
‘ hﬁ . . 1 + n are shown as dark shaded (large pene-
0 200 400 600 0 200 400 600 trations depths, light nuclei) and light
shaded (heavy nuclei) histograms. De-
2 tails of the procedure are described in
Depth [g/cm * ] the text.
< 100 . E(N) 5 E(N) only the mean but even the overall apparent “trend” may change,
°j R E(L:O)” N E(L:[))": e.g. for method 3 witlslopeincreased by 5% the composition
S e L P 1 © appears to beconlghter from the knee up to the penultimate
= 4 bin. It should be stressed that none of the discussed “trends” is
s significant within our statistical errors.

The deviation of the penetration depth at the highest energy
point from a constant elongation rate discussed in 5edt. 6.5 is
of the order of disagreements between different Monte Carlo
codes at this enerdy(Heck et al. 1998). Therefore the possibility

T}IL remains open that this deviation is due to a change in cascade
]
1

60

40

characteristics not reliably modelled by the Monte Carlo, rather
than to an enrichment in heavy elements. As it is also quite
similar in size to our systematic error in slope, an origin in the
HEGRA experiment for this deviation is also difficult to rule
ot out.
E[TeV] Previous conference publications| (Plaga et al. 1995;
Cortina et al. 1997b| Cortina et al. 1998) are superseded by
5}% present results - differences are mainly due to a more

point is plotted at the true mean energy of the events used to infer G hlst|cat§d amplifier calibration a”‘?' the simpler energy
meanXax. The error bars are statistical and systematicerroradded'ﬁ‘PonStrUCt_'on. for the present analysis. In the last two of
quadrature (up to the tick-mark: only statistical error). The statistic§lese publications, we tried to lessen the dependence of our
errors are correlated due to the use of an identical Monte-Carlo sanfglnposition result on the correct absoluXg,.. values by

in the first and last three energy intervals. The shaded band showsahewing a free “shift parameter”; the fit to th&,,,, was
allowed region between a polynomial fit to the upper and lower enttien performed with two free parameters: the ratio of light
of the error bars. to all nuclei and an overall shift in penetration depth of all

20

Fig. 10. The corrected fraction of light nuclei determined with fou
different energy reconstruction methods (see text for details). Each
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Table 3. The RMS of the penetration depth distributions [gf¢is a function of reconstructed energy (given in the same units as in Table 1) in

the data and spectral Monte-Carlo sample. Given is the value inferred for the energy bins as defined with energy-reconstruction method 3, i.e. the
specified values contain an A dependent bias. The first error is statistical and the second systematic (due to the systematic error in slope). For the
numbers from Monte-Carlo simulations only a statistical error is given. “Mixed composition” represents the expectation for our best-fit chemical
composition. Based on numerical experiments the statistical error was taken as the inferred value divideehbyr of events in bin rather

than half of that, as would be correct for Gaussians, due to the non-Gaussian tails of the distribution. The comparison between experimental
data and Monte Carlo simulations shows no trend towards a heavy composition at the higher energies.

Rec. energy Data MC:mixed comp. MC:p MC:Fe
2.5-2.75 (ca. 0.32-0.56 PeV) 840.6+ 1.8 772 83+4 50+3
2.75-3. (ca. 0.56-1 PeV) 8009+14
3.0-3.25(ca. 1-1.79 PeV) 892+1.0
3.25-3.5 (ca. 1.79 -3.16 PeV) #32+1.1
3.5-3.75 (ca. 3.16-5.62 PeV) 673+ 1.5 45+ 5 73+ 17 48+ 11
3.75-4. (ca. 5.62-10 PeV) 677+0.9
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Fig. 11. The mean shqwer maximum depth as a function of energ.xlg 12.  The inferred chemical composition using energy-
using Q.GS‘JET S|mu!at|ons to model the EAS development. To Obtarf'sconstruction method 3 (upper panel) and 4 (lower panel). The dots
an unbiased elongation plot each data point is plotted at the true m

: ) fthe values as discussed before, the squares (triangles) are the re-
energy of the events used to infer the méém&".' The sha_d_ed region .?ults obtained when thslopeis increased (decreased) by’ (the
indicates the region expected from our best fit composition within ifs . . . P " -

}/stematlc error on this variable). The general “trend” (composition

total error. Errors are statistical and systematical errors added in quaa 9 S A .
) . . ) s heavier/lighter) may change within this systematics.
ture, up to the tick mark only statistical. Up to the highest energies the ghter) may 9 4

systematical error dominates.

priate shifts as seen in F[g.]113. The reason for this behaviour

is that - given the small number of events in the high-energy
MC distributions. In this way the result is mainly determinedin - the X, . distribution can be fitted both with the relatively
by the shapeof the X, distributions (in first order its broad predominantly light composition shifted to larger depths
width, i.e. RMS value). This width depends only weakly on & the atmosphere and a mixed heavy/ light composition (where
systematic uncertainty in the determinatiorstafpe relative to the difference in mean penetration depth of the heavy and light
the expected difference of a purely light or heavy compositiocomponent contributes to the total width) shifted to small pene-

Fig[I3 displays the result of such an attempt in a two diration depth. We have to conclude that it is not reliably possible

mensional plot showing the reduced for various “fraction to determine the composition based mainly on the width of the
of light nuclei” - “shift parameter” combinations for the dataX,,,,, distribution. We found in numerical experiments that with
lowest and highest in energy. The shift is varied in an intetval this method, and assuming a Monte-Carlo simulation describing
30 g/cn?, estimated from the likely systematic uncertainty ahe experimental data well, together with a statistics increased
our detector and the Monte Carlo code. While in the low energ@py about a factor of 100 (which is difficult but not impossible
bin small (p+)/all ratios lead to unsatisfactory® values for to reach in future experiments) it will just be possible to reach
all shift values, in the highest energy bin - well above the knélee desired precision of 10% mentioned in the introduction on
- practically all fractions give acceptabjé values for appro- a 2r level beyond the knee.
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