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Abstract

The Advanced Thin Ionization Calorimeter (ATIC) was built for series of long-duration balloon flights in Antarctica.

Its main goal is to measure energy spectra of cosmic ray nuclei from protons up to iron nuclei over a wide energy range

from 30 GeV up to 100 TeV: The ATIC balloon experiment had its first, test flight that lasted for 16 days from 28

December 2000 to 13 January 2001 around the continent. The ATIC spectrometer consists of a fully active BGO

calorimeter, scintillator hodoscopes and a silicon matrix. The silicon matrix, consisting of 4480 pixels, was used as a

charge detector in the experiment. About 25 million cosmic ray events were detected during the flight. In the paper, the

charge spectrum obtained with the silicon matrix is analyzed.

r 2004 Elsevier B.V. All rights reserved.
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1. Introduction

The power-law energy spectrum of primary
cosmic rays continues on up to energy of 1020 eV:
The only bright feature of this spectrum is the well-
known ‘knee’ around 1015 eV: The nature of this
knee is still unknown, in spite of numerous
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attempts, undertaken with indirect methods. Di-
rect particle-by-particle measurements, with good
charge resolution, of elemental energy spectra are
necessary to resolve the astrophysical questions.
One possible explanation of the knee is the
cessation of particle acceleration at a rigidity of
1014 V; that is predicted by the most popular
acceleration model: acceleration in the expanding
shells of supernova remnants [1]. If so, the ATIC
experiment’s data may come rather close, for the
proton component, to this critical rigidity.
d.
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Fig. 1. Schematic view of the ATIC spectrometer: 1—silicon

matrix, 2—scintillator hodoscopes, 3—carbon target, 4—BGO

calorimeter.
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Another necessity for accurate measurements in
the region below 100 TeV is the situation concern-
ing the proton spectrum in the energy region near
1 TeV: In the experiments executed during 1965–
1968 on board the PROTON satellite [2], it was
stated that the spectral index increases from g ¼
1:6 at energy below 0:5 TeV to the value of 2.1
above 2 TeV: Charge measurements in the experi-
ment were performed by non-sectioned scintillator
detectors of large area. These results were not
convincing because of possible distortion of the
measured charge by albedo particles from the
calorimeter.
The albedo problem was solved, in principle, in

the SOKOL experiment, where directional Cher-
enkov detectors were used for measuring the
proton and helium charge. However, high energy
threshold (2–5 TeV) and lack of statistics did not
allow SOKOL to clarify the situation. The team
which carried out the experiment was not able to
come to the agreement on the experiment results
[3,4].
The JACEE emulsion chamber experiments did

not find a steeper spectrum above 1 TeV [5]; the
spectrum agreed with lower energy data. In the
Moscow University Balloon Emulsion Experiment
MUBEE [6] the conclusion was that the slope of
proton integral spectrum at energy above 10 TeV
is g ¼ 2:1470:08 in disagreement with the early
JACEE results. Further balloon flights by JACEE
refined the spectrum above 10 TeV; finding a
continuous spectrum with an integral spectral
index g ¼ 1:8070:04 in the entire energy region
[7]. The same result g ¼ 1:7870:05 was obtained in
the RUNJOB experiment [8].
The ATIC experiment is a new attempt to

resolve these issues. It aims to study elemental
charge composition and energy spectra of the
primary cosmic rays in the energy region from
30 GeV up to 100 TeV:
2. Scheme of the ATIC spectrometer

The ATIC spectrometer consists of three main
parts: charge module, carbon target and calori-
meter (see Fig. 1) In the experiment, the events
selected are those in which a primary particle
passes through the charge module, interacts in the
carbon target, and generates an electron–hadron
cascade in the calorimeter. The charge is measured
by a matrix of silicon detectors. The target module
consists of three layers of carbon each 10 cm thick
and three hodoscopes of plastic scintillators with a
cross section of 2� 1 cm2 and lengths of 88.2, 74.2
and 52:4 cm for the upper, middle and lower
hodoscope, respectively. Each hodoscope consists
of two planes of strips oriented at the angle of 90�:
They form the first level triggers, determining the
aperture of the instrument, and provide additional
measurements of charge and trajectory of the
primary particle or the cascade. The fully active
calorimeter consists of 320 crystals of bismuth
germanate (BGO) 25 cm� 2:5 cm� 2:5 cm in size
arranged in eight layers alternately along the x-
and y-axis. The ATIC configuration and operation
are described in more detail in Refs. [9–11].
3. Silicon matrix

The matrix of silicon detectors, used in the
ATIC experiment for primary particle identifica-
tion, consists of 4480 silicon pixels arranged in
four planes. The active detector areas in these
planes have a slight overlap to cover completely
the ATIC aperture. The basic element of the
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matrix is a daughterboard on which a four-pixel
silicon detector is mounted. The detector consists
of four separate pixels, produced on one silicon
strip. Twenty eight daughterboards are mounted
on a motherboard, which is a multilayer circuit
board 109 cm long and 6:634 cm wide that also
carries the front-end electronics for the detectors.
Two motherboards located one above the other
‘face to face’ and shifted so that the active areas
are partially overlapped, form a structure termed a
ladder. The matrix has two panels of ladders with
10 ladder in each. These panels are mounted with a
shift, so that the active areas of the upper and
lower ladders also partially overlap (see Fig. 2).
The active area of the matrix is 99:2 cm�
111:2 cm; i.e. 11031 cm2: The sum of active areas
of all pixels is 12852 cm2; the difference accounted
2 cm 1.5 cm
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Fig. 2. Scheme of the silicon matrix. Top panel: two motherboards tha

over the bottom motherboard so that the detectors are offset by half

within the ladder. Bottom panel: location of ladders in the silicon mat
for by overlap. The four-pixel detectors are made
on wafers of super-pure silicon 10 cm in diameter
and 380 mm thick produced by Wacker Siltronics,
Germany. The active area of the detector pixel is
1:945� 1:475 cm2; so that the whole detector has
an active area of 1:945� 5:9 cm2: These detectors
are PIN diodes with a sharp p–n junction. A
common contact is created on one side by
phosphorus diffusion, while the individual detec-
tor pixels are produced on the other side by boron
ion implantation. The nominal capacitance of each
detector pixel is 90 pF: The full depletion voltage
for the selected detectors is o80 V; while the
operation voltage is 100 V: The selected detectors
are mounted on ceramic boards. The manufactur-
ing techniques for the detectors are stated in more
detail in Ref. [12].
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4. Reconstruction of event trajectories

The first step in the analysis is trajectory
reconstruction from the BGO-calorimeter. The
trajectory is described by two projections in the
plains XZ and YZ. Both projections are recon-
structed independently using Y-oriented and X-
oriented layers of crystals, respectively. The energy
deposit Ei in the layer i is checked, and if
Eio50 MeV; then the event is not considered.
The crystal with the maximal energy deposit in a

layer is determined. If this crystal is found near the
edge of the layer, the event is considered to be a
‘side event’ and is ignored. Then the ‘symmetrized’
center of weight of the energy distribution in the
layer is obtained. From GEANT simulation [13],
for an energy deposit in layer Ei; the dispersion s
of the weight center is obtained. Then, a trajectory
is calculated by minimization of w2 value. This
BGO trajectory is projected up to the intersection
with the Si-matrix plane, and an area of 73s in
each coordinate is determined. For each silicon
pixel with non-zero signal inside the ‘area of
search’ the trajectory is traced through the center
of this pixel and weight centers in the calorimeter
layers. For each trajectory, the existence of signals
in all six scintillators along this trajectory is
checked. The selection of such ‘confirmed’ trajec-
tories suppresses noise signals in the silicon matrix.
Finally, for the confirmed trajectories the Si pixel
with maximal signal is selected, and primary
particle charge is determined by: Z ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A � CosY
p

; where A is signal in the silicon pixel
in mip’s and Y is the zenith angle defined by this
trajectory. The value of mip is energy deposit of
minimal ionizing particle in a silicon pixel.
Time of Flight, hours
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Fig. 3. Example of time dependence response of a channel to a

calibration signal, Q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A=A;mip

p
:

5. Adjusting silicon pixel response

In the ATIC experiment, elemental charge
resolution is the goal. To obtain this resolution
in the real experiment, it is necessary to bring the
signals, measured in each pixel to a unified scale,
that is to correct for different gains in different
electronic channels and differences in thickness of
silicon in the pixels. At a first step, the response
was adjusted with pre-flight muon calibration.
However, this calibration was not exact enough,
because of lack of statistics in each pixel.

5.1. ‘Helium adjusting’

After the first stage, lines of H, He, C and O
were seen, and lines of Ne, Mg, Si and S were not
well resolved. To improve the calibration, the
flight data location of the Helium peak in each
pixel was used. As a measure of this location, the
mean value of signals during the flight in the range
from 2 to 8 mip was used. This mean value was
normalized to the calculated value of energy
deposition obtained by simulation with the
GEANT code . The charge spectrum after ‘helium
adjusting’ became better. The lines of B, Ne, Mg,
Si and S were visible. The results obtained from
this step were published in Ref. [14].
The ‘helium adjusting’ had in mind that two

conditions were fulfilled: (1) the Si-matrix electro-
nics was stable during the entire flight and (2) the
pulse characteristics of all electronic channels were
linear. The first condition appeared to be true. The
stability of the instrument operating was con-
trolled during the entire flight with hour measure-
ments of pulse characteristics for all electronic
channels. For example, in Fig. 3a typical time
dependence of a channel response is shown for one
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Fig. 4. Example of dispersion of time dependence response of a
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of 27 calibration signals. In Fig. 4 the pulse
distribution of this response is shown. It is seen
that the dispersion of output signal is about 0.04
charge units, and such a dispersion has little effect
on the charge resolution. The second condition
appeared not to be true. Both laboratory and in-
flight measurements showed small non-linearities
of the pulse characteristics, which are different for
different channels. The most significant of these
non-linearities were in the range of big charges:
Z > 20: Further, we carried out the data correc-
tions taking into account non-linearities for each
channel in the entire range of pulses.

5.2. Electronic channel adjusting

During the total flight two types of calibration
runs were executed periodically. One of them—
measurement of individual channel pedestals—was
done every 6 min; with the aim of automatic
correction of the sparsification thresholds, and
were stored for further data correction. Second a
calibration was executed every hour and was also
stored for post-flight data correction. As already
said, this calibration contains the full amplitude
calibration of each channel using a set of 27 test
pulse amplitudes settings from 0.3 mip up to 1700
mip. In doing so, the pulse from the calibration
generator was put through the flight test pulse line
to 112 channels on each motherboard simulta-
neously. This strategy had, however, some dis-
advantages:
(1)
 The common pulse that was put to the test
pulse line did not deliver the same charge to
each channel due to both differences in the real
capacities, through which the charge is deliv-
ered from the common bus to the individual
channels, and cross talk in the front-end
electronics.
(2)
 The flight test line had high capacity. So, for
high amplitude input pulses, the output pulse
transmitted was non-linear.
To eliminate these weaknesses of the method,
each channel was calibrated in the laboratory with
the same probe capacitor, through which test
pulses were put from a calibrated generator to
each channel. In this case, each channel obtained
the same charge. A comparison of these pulse
characteristics with the pulse characteristic ob-
tained with the flight test line allows us to calculate
a correction factor for each channel.
The full plan for the flight data correction was

the following:
(1)
 The pedestals were subtracted from the raw
data to obtain pure pulses in channels. The
pedestal values were updated every 6 min:
(2)
 For these pulses, the signals that were put
from the flight calibration generator were
determined by the flight calibration curve.
(3)
 To obtain the real charge, the non-linearity of
the flight test line was corrected (using the
laboratory calibration with probe capacitor).
This method allowed to update the flight
calibrations, which were measured every hour,
but the weak dependence from temperature and
narrow range of temperature variance during the
flight made these updates not necessary.
A typical example of non-linearity of pulse

characteristics measured in a flight calibration run
is shown in Fig. 5. The relative channel gain is on
the y-axis and pulse amplitude that was input by
the flight calibration generator is on the x-axis.
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Fig. 6 shows a typical non-linearity for the flight
test line. Significant non-linearity of pulse char-
acteristics of CR-1 chips (16-channel amplifiers
used for reading out signals from silicon detectors)
exists only for pulses higher than 300 mip ( > 10000
ADC channels), that is why the preliminary
analysis for the region o300 mip was done in
the linear approximation. The flight data were
processed both in the linear approximation and
using the full procedure taking into account the
non-linearity. In the latter case, two values lcut
and hcut were determined for pulse characteristics
of each channel. These values divided the pulse
characteristic into three ranges: low, middle and
high. A linear interpolation was used in the low
range, and the interpolation with polynomial of
third degree was used for the middle and high
ranges. So, 12 parameters were used to correct the
non-linearity of each channel’s pulse characteris-
tics from the flight calibration. In the same way, a
second step of correction was done—determina-
tion of real pulse by correction of non-linearity of
the flight test line. So, for correction of measured
pulse, 24 parameters were determined for each of
4480 electronic channels of the silicon matrix.
6. Results and analysis

The results on charge distribution obtained with
the full correction method are shown in Fig. 7 for
protons and helium nuclei and in Fig. 8 for other
nuclei. Let us first consider the situation in the
group of light nuclei. It is well known that
backscattered particles can distort the signal
produced by the primary particle in the charge
detector. The main problem while measuring the
charge of protons and helium nuclei in the highly
segmented silicon matrix consists in finding the
pixel which was crossed by the primary particle.
This problem is connected with the accuracy of
trajectory reconstruction in the thin calorimeter.
In the search area with a side of 3s in each
coordinate, there can be a few pixels with pulses
above sparsification thresholds from noise or from
backscattered particles. To reject noise, confirma-
tion in the scintillators along trajectory traced
through the given pixel and weight centers in the
calorimeter was required. Among such pixels, the
pixel with maximal signal was chosen.
Although the accuracy of trajectory reconstruc-

tion increases with increasing energy deposition in
the calorimeter, the density of albedo increases
also. Therefore, charge resolution in the group of
protons and helium could depend on energy. The
obtained resolution is shown in Fig. 7 for three
energy ranges: > 10; > 100 and > 1000 GeV: One
can see that protons and helium are separated
reasonably well for the entire energy range.
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Fig. 7. Charge resolution for protons and helium; top panel:

Ed > 10 GeV; middle panel: Ed > 100 GeV; bottom panel: Ed >
1000 GeV:
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An investigation of the effect of albedo showed
that albedo signals of about 1 mip dominate in the
silicon matrix. The probability of albedo signals
decreases exponentially with increasing signal size.
Therefore, albedo cannot distort significantly the
measured signal in the case of a nucleus heavier
than helium. For nuclei with Z > 5; a pixel crossed
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Table 1

Comparison of different methods of charge measurement

correction in the silicon matrix

Nucleus

Method C O Ne Mg Si Fe

1 0.32 0.33 0.44 0.41 0.49 —

2 0.30 0.31 0.37 0.39 0.39 0.59

3 0.32 0.31 0.32 0.36 0.37 0.47

4 0.23 0.23 0.23 0.23 0.23 0.26

1. Adjusting by He peak. 2. Channel gain correction in the

linear approximation. 3. Channel gain correction taking into

account non-linearity. 4. Expected results from simulation

before the experiment. The values show widths of Gaussian

distributions s in charge units
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by the primary particle is determined practically
unambiguously. For those nuclei, an accuracy of
pixel adjusting is more essential.
The different methods of charge measurement

correction in the silicon matrix are compared in
Table 1. The values in the table show widths of
Gaussian distributions s in charge units. The first
row shows the results of adjusting by He peak. The
second and third rows are for channel gain
corrections in the linear approximation and taking
into account non-linearity, respectively. The
fourth raw shows the expected results for the
silicon matrix from simulation before the experi-
ment [15].
For calculations of s values in Table 1, the fact

was used that the silicon matrix was designed with
overlapping of silicon pixels. For vertical direction
this overlapping is about 15% of the area. The
events were selected in which maximal signal in the
search area was followed by a signal in an
overlapping pixel. These two signals were marked
throughout their height in the matrix: QSiUp and
QSiDn for the top and bottom pixel correspond-
ingly. The distributions of the value (QSiUp–
QSiDn) were approximated with Gaussian func-
tions and the values of s were determined as
sðQSiUp2QSiDnÞ=

ffiffiffi
2

p
; as illustrated in Fig. 9. We

can make the following conclusions from Table 1:
(a) in the region of middle nuclei all three methods
lead to the same results, and (b) for nuclei heavier
than oxygen, taking into account the non-linearity
of the pulse characteristics of the electronic
channels leads to the significant improvement of
charge resolution (especially for iron nuclei).
In a previous paper [15], it was assumed that the

width of charge peaks (in units of charge) can be
described by the expression

sZ ¼ Z=2�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðdion=ZÞ2 þ ðdnoise=Z2Þ2 þ ðdtÞ

2
q

;

ð1Þ

where d’s are relative dispersions of signal for
singly charged particle due to ionization loss, noise
in the detectors and electronics and thickness
variations of the detector within one pixel. The
expected values of the parameters were the
following: dion ¼ 0:44; dnoise ¼ 0:05 and dt ¼ 0:01:
The expected values of s shown in fourth line of
Table 1 was obtained with these values of the
dispersions. Analysis of Table 1 shows that:
(a)
 The role of fluctuations of ionization loss is
higher in the real silicon matrix, since the
expected resolution was not achieved for the
middle nuclei.
(b)
 The fluctuations which do not depend on
pulse height (third term in Eq. (1)) also are
higher, because the peak widths increase with
Z for Z > 10:
6.1. Fluctuations of ionization losses

In Ref. [15] the contribution of ionization loss
fluctuations in Eq. (1) was described with the value
of dion ¼ 0:44: This value was obtained by simula-
tion of passing nucleus with charge Z through a
silicon pixel not taking into account material
above the silicon pixel. However, in fact there is
a printed circuit board(E2 mm of fiberglass) or
printed circuit board plus ceramic plate of 0:7 mm
above the detectors. Table 2 shows the influence of
material surrounding the detector on mean value
and dispersion of proton and helium signals for
energy of 100 GeV: The simulation was done with
GEANT-4 code [16]. One can see from the table,
that surrounding material increases both the mean
value of energy deposit (about 8%) and dispersion
(about 1.42 times) for both protons and helium. It
is seen also that the increasing ends at thickness of
fiberglass over 2 mm: Fig. 10 shows simulated
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Fig. 9. Distribution of (QSiUp–QSiDown) for C, Ne, Si and Fe nuclei.

Table 2

Influence of material surrounding a silicon pixel on mean value /ES; dispersion sion and relative dispersion sion=/ES; of 100 GeV’s
proton and helium energy deposition in the silicon pixel

Protons Helium

Fiberglass

thickness /ES (keV) sion (keV) sion=/ES /ES (keV) sion (keV) sion=/ES
(mm)

0 134.6 57.48 0.427 530.7 117.1 0.220

0.5 139.1 71.15 0.511 551.0 144.4 0.262

1.0 143.7 82.85 0.576 560.4 157.9 0.281

2.0 146.1 90.14 0.617 574.0 177.2 0.309

4.0 147.4 90.37 0.613 585.2 188.5 0.322
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charge distribution for CNO nuclei in case of bare
silicon detector and for a silicon detector which is
surrounded with 2 mm of fiberglass. One can see
that the simulation with surrounding material
describes the experimental situation in the ATIC
silicon matrix quite well. So, in fact the value of
dion in Eq. (1) should be 0.61.
6.2. Effect of noises

Let us now consider the influence of noises. The
value of dnoise ¼ 0:05 was obtained in Ref. [15] in
laboratory measurements as intrinsic noise of the
main bulk of the silicon detectors. The total value
of noise includes also noise in the flight electronics.
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The noises for all electronic channels were
measured in the calibration runs during the flight.
Two typical examples are shown in Fig. 11. The
value of rmsðAoutÞ=Ain in % is on the y-axis and
value of Ain is on the x-axis, where Aout and Ain are
output and input pulse amplitudes. The value of
Ain for a mip is near 20th channel of digital-analog
converter (DAC), and it was found that the noise
of the flight electronics is about eight times larger
that the intrinsic noise of the silicon detectors. The
average value of dnoiseE0:4: But in spite of this,
noise of the front-end electronics is significant only
for the light nuclei ðZp4Þ: However, it was found
that there were two groups of channels, approxi-
mately equal in quantity, with different behavior
of noise at high DAC amplitude: channels with
normal noises (Fig. 11, left panel) and channels
with noises that were independent on the input
pulse above A > 3000 channels of DAC, i.e. > 150
mip (Fig. 11, right panel). The value of this noise is
equal to 2.5–3%. If such noise was not only in the
calibration runs, but also in the flight events, this
might explain the poorer resolution for nuclei of
Z > 12: To check if such noise was present in the
flight events, we again turn to the events of iron
group, detected in the two-layer matrix. All these
events were divided into two groups: the first
group consisted of events measured in channels
with low noises both in upper and lower pixels
ðdnoise=Ao1%Þ; while events detected in channels
with high noise in one or both pixels comprised the
second group. The results are the following: the
value of s for the first group is 0:46570:0012;
being 0:50770:010 for the second group. So, the
increase of s from the expected value of 0.32 up to
0.47 is governed by another reason.

6.3. Effect of detector thickness dispersion

The measured width of iron peak might be due
to dispersion of thickness of the silicon wafer disks
from which the detectors were produced. Accord-
ing to data from the wafer producer, this disper-
sion is 715 mm ðE4%Þ: This value might be
enough to explain the observed resolution for Z >
10; if it converts directly to the width of the
Gaussian distribution. But, such dispersion might
be corrected by adjusting signals for the Fe-peak.
The mean value of Fe-peak position was calcu-
lated for each four-pad detector, which was
produced from one wafer. Fig. 12 shows the
charge distribution in the charge interval
20oZo30 before and after the adjusting. We do
not see any noticeable improvement.
To describe the Fe-peak width, the value of dt

would need to be equal to 0.027. It seems likely
that this value is according to the reminder of the
noise after the gain non-linearity correction and
the detector thickness correction.
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Fig. 11. Noises; left panel: low noise channel, right panel: high noise channel.
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Fig. 12. Charge resolution; top panel: low noise channels,

bottom panel: low noise channels after calibration with Fe.
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So, the charge resolution obtained in the first
flight of ATIC may be described by Eq. (1) with
the following parameters: dion ¼ 0:61; dnoise ¼
0:40 and dt ¼ 0:027:
7. Charge resolution of two-layer matrix

For events which were detected in the over-
lapping areas of the pixels we were able to obtain
charge resolution in a ‘two-layer matrix’. We
applied the following algorithm:

1. As usual, the cascade trajectory was traced to
the silicon matrix and the pixel with maximal
value of signal Qmax was found in the area of
search of 73s for both x and y coordinate.

2. The following intervals were set for Qmax; where
different nuclei should be detected:
0:5oQmaxo1:7 for protons; 1:7oQmaxo2:7
for helium; 2:7oQmaxo3:5 for Li;
3:5oQmaxo4:5 for Be; 4:5oQmaxo5:5 for B
and so on up to 27:5oQmaxo28:5 for Ni.

3. The presence of second signal was required in
the overlapping pixels with Q2 value being
between Qmax and the left boundary of the
charge interval, predetermined for the nuclei
with type determined by Qmax:

4. The mean value Qmean ¼ ðQmax þ Q2Þ=2 was
used to construct the charge distribution for the
two-layer matrix.

The charge resolution obtained for the two-layer
matrix is shown in Fig. 13. Statistics in the two-
layer matrix is about 8% of the total.
One can see that good resolution of all

neighboring elements has been achieved in this
case. The analysis of reliability of the results for
the two-layer matrix is in progress.
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Fig. 13. Charge resolution of the two-layer Si matrix.
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8. Conclusion

The analysis of charge resolution obtained in the
silicon matrix in the first flight of the ATIC
spectrometer showed the following:

1. Protons and helium nuclei are reliably sepa-
rated in the energy region from 30 GeV to
10 TeV: Backscattered particles do not distort,
noticeably, the charge measured in the silicon
matrix in this energy region.

2. The main groups of nuclei (CNO, Ne–S and Fe)
are completely separated, the more abundant
even nuclei (C, O, Ne, Mg, Si and S) produce
clearly visible peaks on the charge spectrum.

3. The Fe nuclei form a clearly defined peak.
4. The accuracy of corrections for non-linear gains
of the electronic channels and for thickness of
the silicon detectors is not adequate to obtain
complete elemental resolution for nuclei of Z >
10: The existence of structural material close to
the silicon detectors precludes complete ele-
mental resolution for light and medium nuclear.

5. The application of a silicon matrix with two
layers of silicon detectors provides complete
elemental resolution over the total charge
range.
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